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1. Introduction. Image deblurring and denoising are important problems in signal and image processing. Usually, imaging systems capture an image \( f \) and generate a degraded image \( g \). A common model of the degradation process is given by

\[
g = Hf + n,
\]

where an original image \( f \in \mathbb{R}^m \) is corrupted by a spatial-invariant blur matrix \( H \in \mathbb{R}^{m \times m} \) and a noise vector \( n \in \mathbb{R}^m \), and the observed image is \( g \in \mathbb{R}^m \). We remark in image restoration that \( H \) is usually a matrix of block Toeplitz with Toeplitz blocks (BTTB) when zero boundary conditions are applied, and block Toeplitz-plus-Hankel with Toeplitz-plus-Hankel blocks (BTHTHB) when Neumann boundary conditions are used [24]. The recovery of \( f \) from \( g \) is an ill-posed inverse problem. The regularization method based on total variation (TV) [29]...
has been shown to be successful for this image restoration problem because of its ability to preserve sharp discontinuities (edges) in restored images.

In (1.1), the additive noise assumption is made. In recent years, many researchers have studied the multiplicative noise assumption; see [2, 20, 22, 28, 31]. The model of the degradation process is given by

\[(1.2) \quad g = Hf \circ n,\]

where \(\circ\) refers to the componentwise multiplication. One can see that when \(H = I\), the degradation process reduces to the multiplicative noise degradation. There are many applications for multiplicative noise removal, for example, magnetic field inhomogeneity in magnetic resonance imaging (MRI) [13, 23], speckle noise in ultrasound [37], and speckle noise in synthetic aperture radar (SAR) images [2, 36]. In these applications, \(n\) is assumed to follow some probability distributions. For instance, the Gamma distribution is considered in SAR [2, 36], and the Rayleigh distribution is studied in ultrasound imaging [37]. On the other hand, the degradation by blur and multiplicative noise occurs in many optical coherent imaging systems [39]. In some imaging systems, nonlinear image restoration problems [33] are required to be solved. One approach is to transform such nonlinear image restoration problems into the model in (1.2), where both blur and multiplicative noise appear.

### 1.1. Multiplicative noise removal

When \(H\) is the identity matrix, this refers to multiplicative noise removal only. In the literature, the first method is based on TV regularization by Rudin, Lions, and Osher [28] (RLO model). The discrete setting is given by

\[(1.3) \quad \min_f \|Df\|_2 \quad \text{subject to} \quad \sum_{i=1}^{m} \left| \frac{g_i}{f_i} \right| = 1 \quad \text{and} \quad \sum_{i=1}^{m} \left( \frac{|g_i|}{|f_i|} - 1 \right)^2 = \sigma^2,\]

where \(D\) is the first-order difference matrix with respect to the \(x\)- and \(y\)-directions of an image \(f\), and \(\|Df\|_2\) is just the TV regularization term. In (1.3), the mean of noise is assumed to be 1, and the variance of noise is equal to \(\sigma^2\). Rudin, Lions, and Osher [28] designed a gradient-based projection algorithm to find the minimizer. The objective function is nonconvex and it is very expensive to solve for a global minimizer of (1.3).

The second method is given by Aubert and Aujol [2] (AA model):

\[(1.4) \quad \min_f \sum_{i=1}^{m} \left( \log|f_i| + \left| \frac{g_i}{f_i} \right| \right) + \lambda \|Df\|_2.\]

The objective function is derived by using maximum a posteriori (MAP) estimation approach when a Gamma distribution is used for noise \(n\). Although the objective function is nonconvex, Aubert and Aujol showed the existence of minimizers of the objective function, gave a sufficient condition ensuring the uniqueness, and proved that a comparison principle holds. They also employed a gradient method to show the capability of their model on some numerical examples.

Recently, Shi and Osher [31] proposed considering a noisy observation given by \(\log g = \log f + \log n\), and derived the TV minimization model for multiplicative noise removal problems.
Huang, Ng, and Wen [20] used the transformation $f = \exp z$ in (1.4), and considered the TV regularization for $z$ in the following model (EXP model):

$$
\min_f \sum_{i=1}^{m} (|z_i| + |g_i| \exp(-|z_i|)) + \lambda \|Dz\|_2.
$$

The resulting objective function is strictly convex. They developed an alternating minimization algorithm to find the minimizer of such objective function efficiently and showed the convergence of the minimization method. Bioucas-Dias and Figueiredo [3] use variable splitting and split-Bregman method to solve the minimization problem. We remark that the models in [3, 20, 31] are convex in $z$ (i.e., in the logarithm domain) but are not convex in $f$ in the original image domain. Also it is not straightforward to extend these methods to handle blur and noise removal by considering $\log(\mathbf{H}f)$ in the models.

Steidl and Teuber [32] studied the variational model consisting of the Kullback–Leibler (KL) divergence as the data-fitting term, and the TV or nonlocal means as the regularization term. In the continuous setting, the minimizer of the Shi–Osher model is the same as that of the KL divergence–TV multiplicative noise model. Teuber, Steidl, and Chan [35] further considered the KL divergence constrained minimization problem, where the model parameter can be estimated by some statistical methods where the knowledge of noise is available. Recently, Yun and Woo [40] proposed using the $m$th root transformation to deal with the nonconvexity of the AA model.

Durand, Fadili, and Nikolova [10] proposed a method composed of several stages. They also used the log-image data and applied a reasonable suboptimal hard thresholding on its curvelet transform; then they applied a variational method by minimizing a specialized hybrid criterion composed of an $\ell_1$ data-fidelity term of the thresholded curvelet coefficients and a TV regularization term in the log-image domain. The restored image can be obtained by using an exponential of the minimizer, weighted in such a way that the mean of the original image is preserved. Their restored images combine the advantages of shrinkage and variational methods. Besides the above approaches, dictionary learning methods and nonlocal mean methods have also been proposed and developed for multiplicative noise removal, see [18, 34]. In particular, Teuber and Lang [34] considered nonlocal filters in a weighted maximum likelihood estimation framework where the weights are defined by a new similarity measure based on the analysis of a probabilistic measure for a noise model (see the work by Deledalle, Denis, and Tupin [8]).

1.2. Blur removal. There are some papers dealing with both blur and multiplicative noise removal; see [2, 3, 9, 28, 38]. Both the RLO and AA models can be extended to deal with blur removal:

$$
\min_f \|Df\|_2 \text{ subject to } \sum_{i=1}^{m} \left(\|g_i\|_{\mathbf{H}f_i} = 1 \quad \text{and} \quad \sum_{i=1}^{m} \left(\frac{|g_i|_{\mathbf{H}f_i}}{\|Hf_i\|_1} - 1\right)^2 = \sigma^2\right)
$$

and

$$
\min_f \sum_{i=1}^{m} \left(\log|\mathbf{H}f_i| + \frac{|g_i|_{\mathbf{H}f_i}}{\|\mathbf{H}f_i\|_1} + \lambda \|Df\|_2\right).
$$
according to (1.3) and (1.4), respectively. These two objective functions are still nonconvex, and the computational costs of minimizing such objective functions are expensive via the gradient projection method [2, 28]. In [19], Huang, Zeng, and Ng considered a variational approach to handling the multiplicative noise removal and deblurring problem by adding a Gaussian noise term in the model. The approximation model is solved by an alternating minimization method. In [38], Wang and Ng studied a constrained TV-regularized image restoration model on log-image domain, approximated a set of nonconvex constraints by a set of convex constraints, and then applied the alternating direction method of multipliers to solve the resulting optimization problem. Recently, Dong and Zeng [9] proposed some convex relaxation models consisting of a MAP estimator based on Gamma noise, a quadratic term, and the TV regularization. The quadratic term is based on the statistical property of the Gamma noise. Under a mild condition, the uniqueness of the solution is guaranteed. We remark that the multiplicative noise is assumed to be a Gamma distribution in the above-mentioned methods [2, 9, 19, 38].

1.3. The contribution. The main contribution of this paper is to propose a new convex optimization model for multiplicative noise and blur removal. The main idea is to rewrite (1.2) as follows:

\[(1.8) \quad g = NHf,\]

where \(N\) is a diagonal matrix where the main diagonal entries of \(N\) are given by \([n]_i\). Since \(f\) and \(n\) are coupled together in (1.2) or (1.8), it is clear that the optimization model involving both \(f\) and \(n\) (or the statistical derivation of a term for \(n\)) would be nonconvex; see (1.6) or (1.7). According to (1.2), when there is no noise in the observed image, we can express \(n = e\) (a vector of all ones), i.e., \(n\) is not a zero vector. When there is a multiplicative noise in the observed image, we expect that \([n]_i \neq 1\), but it is greater than zero. Assume that \(N\) is invertible, we can further rewrite (1.8) into the following form:

\[(1.9) \quad Gw = Hf,\]

where \(G\) is a diagonal matrix where the main diagonal entries of \(G\) are given by \([g]_i\), and \(w\) is a vector with \([w]_i = 1/[n]_i\). Now it is interesting to note in (1.9) that both \(f\) and \(w\) are decoupled, and a convex optimization model can be proposed and developed for multiplicative noise and blur removal based on (1.9).

The rest of this paper is organized as follows. In section 2, we develop the the new convex model, and present the numerical method for solving it. In section 3, experimental results are reported to demonstrate the effectiveness of the proposed model and the efficiency of the proposed numerical scheme. Finally, some concluding remarks are given in section 4.

2. The proposed model. In this paper, we propose the following convex optimization model for multiplicative noise and blur removal:

\[(2.1) \quad \min_{w,f} \frac{1}{2} \|w - \mu e\|^2 + \alpha_1 \|Gw - Hf\|_1 + \alpha_2 \|Df\|_2,\]

where \(\alpha_1\) and \(\alpha_2\) are two positive regularization parameters to control the balance among the three terms in the objective function, \(\mu\) can be set to be the mean value of \(w\), and \(e\) is a vector
of all ones. One can see that if \( H = I \), then the proposed model reduces to an unconditional convex model for multiplicative denoising. The first term in (2.1) is to measure the variance of \( w \), and therefore we would like to determine \( w \) and \( f \) in the model such that the variance of \( w \) can be minimized. The second term in (2.1) is the fitting term between the observed image, \( f \) and \( w \). Since \([w]_i\) refers to the inverse of \([u]_i\), the value of \([w]_i\) may be very large. We employ the \( \ell_1 \)-norm to measure the fitting term so that a large value of \([Gw - Hf]_i\) can be ignored in the restoration process. The third term in (2.1) is the TV regularization of \( f \).

**Theorem 2.1.** The model (2.1) is jointly convex for \((f, w)\).

**Proof.** Since a convex function with an affine mapping remains convex, the convex \( \ell_1 \)-norm with the affine mapping \((H, -G)(\frac{f}{w})\) is jointly convex for \((f, w)\). By combining the convexity of the quadratic norm and the TV regularization term, the objective function in (2.1) is jointly convex for \((f, w)\). \( \blacksquare \)

Now let us provide some remarks for the proposed model in (2.1) for multiplicative noise and blur removal.

1. The \( \ell_1 \)-norm is used in the data-fitting term instead of the \( \ell_2 \)-norm. Figure 1(a) shows an observed image of multiplicative Gamma noise of mean 1 and variance 0.1 without blur. In Figure 1(b), we show the restored image by using the \( \ell_2 \)-norm of the data-fitting term. We see that there are some pixel values of large magnitudes; see Figure 1(c). In Figure 1(d), we show the image by removing the pixel values of large magnitudes, and it is more clear compared with the picture in Figure 1(b). In order to remove pixel values of large magnitudes automatically, we can adapt the \( \ell_1 \)-norm of the data-fitting term directly in the objective function; see the restored image in Figure 1(e).

![Figure 1](https://example.com/figure1.png)

**Figure 1.** (a) The observed image, (b) the restored image using the \( \ell_2 \)-norm of the data-fitting term, (c) the pixel values of large magnitudes, (d) the restored image after removing the pixel values of large magnitudes, (e) the restored image using the \( \ell_1 \)-norm of the data-fitting term.
2. It would not be desirable to use only the data-fitting term $\|Gw - Hf\|_1$ and the TV regularization term $\|Df\|_2$ in (2.1). In such a setting, $w$ would be arbitrary. Indeed, if we minimize
\[
(2.2) \quad \min_{w, f} \|Gw - Hf\|_1 + \alpha \|Df\|_2,
\]
then $f = \psi 1$ and $w = \psi G^{-1}H1$ are trivial global minimizers of (2.2), and the corresponding objective function value is zero. We note that the variance term $\|w - \mu e\|^2_2$ is used to determine a better global minimizer by choosing the one with the minimal variance of $w$ with respect to $\mu$.

3. As the proposed model involves the minimization of the variance of the inverse of noise, we need to input the mean of the inverse of noise so that we can compute the variance term in the objective function. Here we demonstrate that when we have the mean and variance of $n$, the mean of the inverse of $n$ can be estimated. Let us consider the Gamma, Rayleigh, and Gaussian noises.

**The Gamma noise.** The probability density function of Gamma noise $n$ is given by
\[
(2.3) \quad p(n) = \frac{n^{k-1}}{\Gamma(k)\theta^k} \exp\left(-\frac{n}{\theta}\right),
\]
with $\theta > 0$ and $k > 1$. The mean value of $n$ is equal to $k\theta$, and the variance of $n$ is equal to $k\theta^2$. According to (2.3), we can derive that the mean value of $1/n$ is equal to
\[
E(1/n) = \frac{\Gamma(k - 2)}{\theta^2\Gamma(k)} \int_0^{+\infty} n \frac{n^{k-3}}{\Gamma(k-2)} \theta^{k-2} \exp\left(-\frac{n}{\theta}\right) dn
\]
\[
= \frac{\Gamma(k - 2)}{\theta^2\Gamma(k)} \theta(k - 2)
\]
\[
= \frac{\theta(k - 2)}{\theta^2(k - 1)(k - 2)}
\]
\[
= \frac{1}{\theta(k - 1)}
\]
when $k > 1$. In some cases, we set the mean value of Gamma noise to be 1 and use only one parameter $L$ to express the noise level. More precisely, we set $k = L$ and $\theta = 1/L$. When $L$ is small, the noise level is higher. It follows that $E(1/n)$ is equal to $L/(L - 1)$.

**The Rayleigh noise.** The probability density function of Rayleigh noise $n$ is given by
\[
p(n) = \frac{n}{\sigma^2} \exp\left(-\frac{n^2}{2\sigma^2}\right),
\]
where $\sigma$ is a positive parameter. The mean value of $n$ is equal to $\sqrt{\pi/2}\sigma$, and the variance of $n$ is equal to $(2 - \pi/2)\sigma^2$. We can derive a closed form formula for the mean value of the
inverse of Rayleigh noise as follows:

\[
\mathbb{E}(1/n) = \int_{0}^{+\infty} \frac{1}{n} \frac{n}{\sigma^2} \exp \left( -\frac{n^2}{2\sigma^2} \right) dn
\]

\[
= \sqrt{\frac{2}{\pi}} \int_{0}^{+\infty} \exp \left( -\left( \frac{n}{\sqrt{2\sigma}} \right)^2 \right) \frac{d}{\sqrt{2\sigma}} \frac{n}{2\sigma^2}
\]

\[
= \sqrt{\frac{\pi}{2\sigma^2}}.
\]

(2.5)

The Gaussian noise. However, for other probability density functions of multiplicative noises, it may be difficult to have a closed form solution for the mean value of \(1/n\). For example, the probability density function of Gaussian noise \(n\) is given by

\[
p(n) = \frac{1}{\sigma\sqrt{2\pi}} \exp \left( -\frac{(n-\mu)^2}{2\sigma^2} \right),
\]

where the mean value of \(n\) is equal to \(\mu\), and the variance of \(n\) is equal to \(\sigma^2\). We cannot derive a closed form formula for the mean value of the inverse of Gaussian noise. The mean value of the inverse of Gaussian noise is given by

\[
\int_{-\infty}^{+\infty} \frac{1}{n} \frac{1}{\sigma\sqrt{2\pi}} \exp \left( -\frac{(n-\mu)^2}{2\sigma^2} \right) dn.
\]

The above integral can be numerically approximated using high-order global adaptive quadratures (e.g., the adaptive Gauss–Kronrod quadrature [30]) to obtain an approximate value of the mean of the inverse of noise.

Assuming the noise is in a multiplicative form, there are quite a few methods which are able to provide enough accurate estimations of the expected value and the standard variance [1, 12, 27]. However, the detailed discussion of estimation methods is beyond the scope of this paper.

2.1. The numerical method. As the proposed model is a convex optimization problem, there are efficient solvers for finding a global minimizer of (2.1). The solvers include the Bregman method [15], proximal splitting methods [6] and primal-dual methods [5, 11], Douglas–Rachford methods [7], and alternating direction method of multipliers [14]. Here we just discuss the alternating direction method of multipliers. The other methods can also be applied and implemented.

We begin by reformulating (2.1) as the following constrained optimization problem:

\[
\min_{w,f} \frac{1}{2}\|w - \mu e\|_2^2 + \alpha_1\|z\|_1 + \alpha_2\|p\|_2
\]

subject to \(p = Df, s = Gw, \) and \(z = Hf - s\). The resulting augmented Lagrangian function
is given by

\[ L(f, s, p, z, w, \lambda) = \frac{1}{2} ||w - \mu e||^2_2 + \alpha_1 ||z||_1 + \alpha_2 ||p||_2 \]

\[ + \left( \begin{array}{c} \lambda_1 \\ \lambda_2 \\ \lambda_3 \end{array} \right) , \left( \begin{array}{cc} D & 0 \\ H & -I \\ 0 & I \end{array} \right) \left( \begin{array}{c} f \\ s \end{array} \right) + \left( \begin{array}{ccc} -I & 0 & 0 \\ 0 & -I & 0 \\ 0 & 0 & -G \end{array} \right) \left( \begin{array}{c} p \\ z \\ w \end{array} \right) \]

\[ + \beta \left( \left( \begin{array}{c} D \\ H \\ 0 \end{array} \right) \left( \begin{array}{c} f \\ s \end{array} \right) + \left( \begin{array}{ccc} -I & 0 & 0 \\ 0 & -I & 0 \\ 0 & 0 & -G \end{array} \right) \left( \begin{array}{c} p \\ z \\ w \end{array} \right) \right)^2, \] (2.7)

where \( \lambda_1, \lambda_2, \) and \( \lambda_3 \) are the vectors corresponding to the Lagrange multipliers to the linear constraints, and \( \beta \) is the penalty parameter of the alternating direction method of multipliers to control the speed of the convergence; see, for instance, [25]. The optimization problem is well structured since all the variables are separated into two groups, \((f, s)\) and \((p, z, w)\). This allows us to solve them more easily on their corresponding subproblems in the alternating direction method of multipliers.

In step 1, we solve for the variables \( p, z, \) and \( w \) in the subproblem. Since the variables \( p, z, \) and \( w \) are decoupled, their optimal solutions can be calculated separately as follows:

\[ [p_i^{k+1}] = \max \left\{ \left( \left| \left| Df^k + \frac{\lambda_1^k}{\beta} \right| \right|_2^2 - \frac{\alpha_2}{\beta} 0 \right) \right\} \right\}, \]

where \([p_i^{k+1}] \in \mathbb{R}^2\) and \( 0 \cdot (0/0) = 0 \) is assumed;

\[ [z_i^{k+1}] = \max \left\{ \left( \left| \left| Hf^k - s^k + \frac{\lambda_2^k}{\beta} \right| \right|_2^2 - \frac{\alpha_1}{\beta} 0 \right) \right\} \circ \text{sign} \left( \left| \left| Hf^k - s^k + \frac{\lambda_2^k}{\beta} \right| \right|_2 \right), \]

where \c sign refers to 1 if the entry is greater than or equal to zero, and \(-1\) if the entry is negative; and

\[ [w_i^{k+1}] = \frac{[\mu e + \beta Gs^k + G \lambda_3^k]}{[I + \beta G^T G]_{i,i}}, \]

where \( G^T \) denotes the transpose of \( G \), and the superscript \( k \) of each variable refers to the iterate at the \( k \)th iteration of the alternating direction method of multipliers. We note that \([I + \beta G^T G]_{i,i}\) is always greater than zero. The computational complexities of updating the variables \( p, z, \) and \( w \) in (2.8), (2.9), and (2.10) are \( O(m) \), \( O(m \log m) \), and \( O(m) \) operations, respectively.

In step 2, we solve for the variables \( f \) and \( s \) in the subproblem. The subproblem is a least squares problem given by

\[ \left( \begin{array}{cc} D & 0 \\ H & -I \\ 0 & I \end{array} \right) \left( \begin{array}{c} f \\ s \end{array} \right) - \left( \begin{array}{c} p^k - \frac{\lambda_1^k}{\beta} \\ z^k - \frac{\lambda_2^k}{\beta} \\ Gw^k - \frac{\lambda_3^k}{\beta} \end{array} \right)^2, \]

(2.11)
and the corresponding solution can be obtained by solving the normal equation as follows:

\[
(D^T D + H^T H - H^T 2I) \begin{pmatrix} f \\ s \end{pmatrix} = \begin{pmatrix} D^T (p_k - \lambda_k^f) + H^T (z_k - \lambda_k^z) \\ - (z_k - \lambda_k^z) + (Gw_k - \lambda_k^z) \end{pmatrix}.
\]

When \( H \) is a blurring matrix generated by a symmetric point spread function, \( H \) can be diagonalized by a fast transform matrix \( \Phi \), i.e., \( H = \Phi^T \Lambda_1 \Phi \) [16]. As \( D \) is a first-order difference matrix, \( D^T D \) can also be diagonalized by the same transform matrix \( \Phi \), i.e., \( D^T D = \Phi^T \Lambda_2 \Phi \). For a detailed discussion, we refer the reader to [16, 24]. Therefore we obtain the following decomposition:

\[
\begin{pmatrix} D^T D + H^T H - H^T 2I \\ -H \\ 2I \end{pmatrix} = \begin{pmatrix} \Phi^T & 0 \\ 0 & \Phi^T \end{pmatrix} \begin{pmatrix} \Lambda_1^T \Lambda_1 + \Lambda_2^T \Lambda_2 - \Lambda_1^T \\ -\Lambda_1 \\ 2I \end{pmatrix} \begin{pmatrix} \Phi & 0 \\ 0 & \Phi \end{pmatrix},
\]

and the normal equations can be solved by using fast transforms in \( O(m \log m) \) operations.

In step 3, we update the Lagrange multipliers \( \lambda_1, \lambda_2, \) and \( \lambda_3 \) as follows:

\[
\begin{pmatrix} \lambda_{1}^{k+1} \\ \lambda_{2}^{k+1} \\ \lambda_{3}^{k+1} \end{pmatrix} = \begin{pmatrix} \lambda_{1}^k \\ \lambda_{2}^k \\ \lambda_{3}^k \end{pmatrix} + \beta \begin{pmatrix} D & 0 \\ H & -I \\ 0 & I \end{pmatrix} \begin{pmatrix} f_{k+1}^{k+1} \\ s_{k+1}^{k+1} \\ 0 \end{pmatrix} + \begin{pmatrix} -I & 0 & 0 \\ 0 & -I & 0 \\ 0 & 0 & -G \end{pmatrix} \begin{pmatrix} p_{k+1}^{k+1} \\ z_{k+1}^{k+1} \\ w_{k+1}^{k+1} \end{pmatrix}.
\]

The alternating direction method of multipliers iterates steps 1, 2, and 3 until the convergence. The total cost of each iteration is \( (m \log m) \) operations. Also the convergence of the method for the above convex objective function is guaranteed. In the next section, we present some numerical results to show the effectiveness of the proposed model.

3. Numerical experiments. In this section, we report numerical results on the image restoration for blurred images corrupted by multiplicative noise. The results of the proposed convex model (CONVEX) are compared with those of the AA model by Aubert and Aujol [2] and the EXP model by Bioucas-Dias and Figueiredo [3]. The AA model is solved by the gradient method. The EXP model is also solved by the alternating direction method of multipliers. In our implementation, we use one more splitting variable to solve the associated TV subproblem exactly. In [3], the Chambolle iterative method is employed to solve the associated subproblem. The stopping criteria of all numerical methods are measured on the relative change of the successive iterates \( (f_k \) and \( f_{k-1} \) being less than a specified tolerance: \( \| f_k - f_{k-1} \|_2 / \| f_{k-1} \|_2 \leq 5 \times 10^{-4} \). The initial guess is set to be the observed image unless otherwise specified. All the tests are performed under Windows 7 and MATLAB Version 7.10 (R2010a) running on a desktop with an Intel Core2 Quad CPU at 2.66 GHz with 4 GB of memory.

The testing images are given in Figure 2. The quality of the restored images is measured by the highest peak signal-to-noise ratio (PSNR) which is defined as follows:

\[
\text{PSNR} = 10 \log_{10} \frac{\max_i \{ |f_i|, |\bar{f}_i| \}}{\frac{1}{m} \sum_{i=1}^{m} (|f_i| - |\bar{f}_i|)^2}.
\]
where \( f \) and \( \tilde{f} \) are the original image and the restored image, respectively.

Our empirical evidences indicate that the ratio \( \alpha_1/\alpha_2 \) is almost a constant which depends on the type of noise for the case of denoising or the type of blur for the case of deblurring. In the denoising scenario, we find that the ratios are 1.4, 1.2, and 1.6 for Gaussian noise, Gamma noise, and Rayleigh noise, respectively. In the deblurring scenario, we find that the ratios are 2.1, 2.3, and 1.2 for motion blur, Gaussian blur, and Moffat blur, respectively. Based on this observation, we can tune the parameter \( \alpha_2 \) according to the noise level of the inverse noise \( w \) and set the other parameter \( \alpha_1 \) according to the corresponding ratio. For the other methods (the AA model [2] and the EXP model [3]), we choose the corresponding regularization parameter such that the PSNR result is highest.

### 3.1. Image denoising.

In the first experiment, we test the performance of our CONVEX method for three types of multiplicative noise (Gaussian, Gamma, and Rayleigh). The Gaussian noise is generated by the MATLAB built-in function “randn”. The Gamma noise is generated by the MATLAB built-in function “gamrnd”. The Rayleigh noise is generated by \( \sigma \sqrt{-2 \log(1 - u)} \), where \( u \) is a uniformly distributed random variable generated by the MATLAB built-in function “rand”; see [21]. The means of the Gaussian, Gamma, and Rayleigh noises are set to be 1, and the variances of the Gaussian, Gamma, and Rayleigh noises are 0.04, 0.1, and 0.2728, respectively. Here we set the values of \( \mu \) based on the formulas in (2.4), (2.5), and (2.6) in the proposed model. In Table 1, we show the PSNR values, iterations, and computational time (in seconds) of the restored images by different methods. We note that each entry of the table refers to a number by taking the average results of ten noise cases under the same experimental setting (type of noise and level of noise). Here the iteration number is rounded up to the integer, and computational time is rounded up to the second. The values

**Table 1.** The denoising results of different models.

<table>
<thead>
<tr>
<th>Images</th>
<th>Noise</th>
<th>AA model</th>
<th>EXP model</th>
<th>CONVEX model</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>PSNR</td>
<td>Iter</td>
<td>Time</td>
<td>PSNR</td>
</tr>
<tr>
<td>(a)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Gaussian</td>
<td>26.34</td>
<td>271.0</td>
<td>26.0</td>
</tr>
<tr>
<td></td>
<td>Gamma</td>
<td>24.00</td>
<td>3473.0</td>
<td>37.0</td>
</tr>
<tr>
<td></td>
<td>Rayleigh</td>
<td>21.75</td>
<td>3424.0</td>
<td>34.0</td>
</tr>
<tr>
<td>(b)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Gaussian</td>
<td>25.56</td>
<td>1510.0</td>
<td>16.0</td>
</tr>
<tr>
<td></td>
<td>Gamma</td>
<td>21.63</td>
<td>2416.0</td>
<td>25.0</td>
</tr>
<tr>
<td></td>
<td>Rayleigh</td>
<td>20.59</td>
<td>3907.0</td>
<td>40.0</td>
</tr>
</tbody>
</table>
Figure 3. (a) The observed image corrupted by the Gaussian noise, and the restored image by (b) the AA model ($\alpha = 2 \times 10^{-1}$), (c) the EXP model ($\alpha = 6 \times 10^{-1}$), and (d) the CONVEX model ($\alpha_2 = 8 \times 10^{-4}$).

Figure 4. (a) The observed image corrupted by the Gamma noise, and the restored image by (b) the AA model ($\alpha = 3 \times 10^{-1}$), (c) the EXP model ($\alpha = 8 \times 10^{-1}$), and (d) the CONVEX model ($\alpha_2 = 9 \times 10^{-4}$).

Figure 5. (a) The observed image corrupted by the Rayleigh noise, and the restored image by (b) the AA model ($\alpha = 6 \times 10^{-1}$), (c) the EXP model ($\alpha = 1.4 \times 10^0$), and (d) the CONVEX model ($\alpha_2 = 7 \times 10^{-3}$).

of the corresponding regularization parameters can be found in the captions of Figures 3–8. We see that the proposed model performs quite well in terms of PSNR values and iterations. The values of used regularization parameters of different methods are shown in Figures 3–8. In Figures 3–8, we further display the denoised images by using different models. It is clear from the figures that the restoration results of the CONVEX model are visually better than those of the AA and EXP methods.

3.2. Image deblurring. In the second experiment, we test the performance of our CON- VEX method for image deblurring. We test three kinds of blurs, namely motion blur, Gaussian blur, and Moffat blur. Their MATLAB commands are fspecial(‘motion’,5,30), fspe-
Figure 6. (a) The observed image corrupted by the Gaussian noise, and the restored image by (b) the AA model ($\alpha = 4 \times 10^{-1}$), (c) the EXP model ($\alpha = 6 \times 10^{-1}$), and (d) the CONVEX model ($\alpha_2 = 8 \times 10^{-4}$).

Figure 7. (a) The observed image corrupted by the Gamma noise, and the restored image by (b) the AA model ($\alpha = 5 \times 10^{-1}$), (c) the EXP model ($\alpha = 8 \times 10^{-1}$), and (d) the CONVEX model ($\alpha_2 = 8 \times 10^{-4}$).

Figure 8. (a) The observed image corrupted by the Rayleigh noise, and the restored image by (b) the AA model ($\alpha = 6 \times 10^{-1}$), (c) the EXP model ($\alpha = 1.4 \times 10^0$), and (d) the CONVEX model ($\alpha_2 = 6 \times 10^{-3}$).

cial('gaussian',[7,7],2), and psfMoffat([7,7],1.5), which is a function in the HNO package. The blurred images are contaminated by multiplicative Gamma noise with mean 1 and $L = 10$. As the AA model is nonconvex, we also test two different initial guesses including the observed image $g$ (guess 1) and the perturbed version of observed images $g + 20 \ast \text{rand}(m,m)$ (guess 2). Here we set the values of $\mu$ based on (2.4) in the proposed model. In Table 2, we show the PSNR values, iterations, and computational time of the restored images by different methods. Each entry of the table refers to a number resulting from taking the average results of ten noise cases under the same experimental setting (type of blur and level of noise). Here the iteration

1The HNO package is available at http://www2.imm.dtu.dk/~pch/HNO/.
Table 2

The deblurring results by different models.

<table>
<thead>
<tr>
<th>Images</th>
<th>Blurs</th>
<th>AA model (guess 1)</th>
<th>AA model (guess 2)</th>
<th>CONVEX model</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>PSNR</td>
<td>Iter</td>
<td>Time</td>
<td>PSNR</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(a)</td>
<td>Motion</td>
<td>22.17</td>
<td>3247.0</td>
<td>80.0</td>
</tr>
<tr>
<td></td>
<td>Gaussian</td>
<td>21.32</td>
<td>3168.0</td>
<td>78.0</td>
</tr>
<tr>
<td></td>
<td>Moffat</td>
<td>23.82</td>
<td>3465.0</td>
<td>83.0</td>
</tr>
<tr>
<td>(b)</td>
<td>Motion</td>
<td>21.80</td>
<td>3344.0</td>
<td>81.0</td>
</tr>
<tr>
<td></td>
<td>Gaussian</td>
<td>20.31</td>
<td>3190.0</td>
<td>73.0</td>
</tr>
<tr>
<td></td>
<td>Moffat</td>
<td>23.04</td>
<td>2585.0</td>
<td>67.0</td>
</tr>
</tbody>
</table>

number is rounded up to the integer, and computational time is rounded up to the second. The values of the corresponding regularization parameters can be found in the captions of Figures 9–14. We see that the proposed model performs quite well in terms of PSNR values, iterations, and computational time (in seconds). The values of regularization parameters used by the different methods are shown in Figures 9–14. In Figures 9–14, we display the restored images by using different models. It is clear from the figures that the restoration results of the CONVEX model are visually better than those of the AA method. In the tables and figures, the AA model is sensitive to the initial guess. Our numerical results indicate that the CONVEX model gives almost the same restored images visually and numerically.

3.3. Comparison with other convex models. In this subsection, we compare the proposed model with other existing convex models [38] and [9]. The stopping criteria of the three numerical methods are measured on the relative change of the successive iterates to be less than a specified tolerance: \[ \|f_k - f_{k-1}\|^2_2 / \|f_{k-1}\|^2_2 \leq 5 \times 10^{-4}. \] The initial guess is set to be the observed image. We test the blurred and noisy images given in [9]. Here we set the values of \( \mu \) based on (2.4) in the proposed model. The restored images by the proposed CONVEX model are given in Figures 15–18. The two parameters in Dong and Zeng’s algorithm [9] are set the same as the default setting reported in [9]. The parameter \( \alpha \) in Wang and Ng’s algorithm [38] is set as the \( \ell_1 \)-norm of noise in the log-image domain, which was also used in [38]. The values of regularization parameters used by different methods are also shown in the captions of the figures. When we compare our restoration results with those of the convex model [9], the visual performance of the proposed CONVEX model is better than that of the convex model [9]. In Table 3, we also list the average of PSNR values, iterations, and computational time (in seconds) over ten noise cases under the same experimental setting (type of blur and level of noise). We see that the performance of the proposed CONVEX model is better than that of the convex model [9] and Wang and Ng’s method [38] in terms of PSNR values, iterations, and computational time.

In Figures 19–22, we further give the restoration results when Rayleigh or Gaussian noise is used. We note that existing convex models [38] and [9] assume the Gamma noise to be added in the degradation process. Here we set the values of \( \mu \) based on the formulas in (2.5) and (2.6) in the proposed model. The values of regularization parameters used by different methods are also shown in the captions of Figures 19–22. We see from the figures that the visual quality of the restored images is quite good.
Figure 9. (a) The observed image corrupted by motion blur and the Gamma noise, and the restored image by (b) the AA model using guess 1 ($\alpha = 3 \times 10^{-1}$), (c) the AA model using guess 2 ($\alpha = 3 \times 10^{-1}$), and (d) the CONVEX model ($\alpha_2 = 9 \times 10^{-4}$).

Figure 10. (a) The observed image corrupted by Gaussian blur and the Gamma noise, and the restored image by (b) the AA model using guess 1 ($\alpha = 3 \times 10^{-1}$), (c) the AA model using guess 2 ($\alpha = 3 \times 10^{-1}$), and (d) the CONVEX model ($\alpha_2 = 1 \times 10^{-3}$).

Figure 11. (a) The observed image corrupted by Moffat blur and the Gamma noise, and the restored image by (b) the AA model using guess 1 ($\alpha = 3 \times 10^{-1}$), (c) the AA model using guess 2 ($\alpha = 3 \times 10^{-1}$), and (d) the CONVEX model ($\alpha_2 = 1.2 \times 10^{-3}$).
Figure 12. (a) The observed image corrupted by motion blur and the Gamma noise, and the restored image by (b) the AA model using guess 1 ($\alpha = 3 \times 10^{-1}$), (c) the AA model using guess 2 ($\alpha = 3 \times 10^{-1}$), and (d) the CONVEX model ($\alpha_2 = 6 \times 10^{-4}$).

Figure 13. (a) The observed image corrupted by Gaussian blur and the Gamma noise, and the restored image by (b) the AA model using guess 1 ($\alpha = 3 \times 10^{-1}$), (c) the AA model using guess 2 ($\alpha = 3 \times 10^{-1}$), and (d) the CONVEX model ($\alpha_2 = 4 \times 10^{-4}$).

Figure 14. (a) The observed image corrupted by Moffat blur and the Gamma noise, and the restored image by (b) the AA model using guess 1 ($\alpha = 4 \times 10^{-1}$), (c) the AA model using guess 2 ($\alpha = 4 \times 10^{-1}$), and (d) the CONVEX model ($\alpha_2 = 8 \times 10^{-4}$).
Figure 15. (a) The observed image corrupted by motion blur and Gamma noise, (b) the restored image by Wang and Ng’s model ($\alpha = 1.7 \times 10^4$), (c) the restored image by Dong and Zeng’s model ($\lambda = 9 \times 10^{-2}$ and $\alpha = 1.6 \times 10^3$), and (d) the restored image by the CONVEX model ($\alpha_2 = 9 \times 10^{-4}$).

Figure 16. (a) The observed image corrupted by Gaussian blur and Gamma noise, (b) the restored image by Wang and Ng’s model ($\alpha = 1.7 \times 10^4$), (c) the restored image by Dong and Zeng’s model ($\lambda = 7 \times 10^{-2}$ and $\alpha = 1.6 \times 10^3$), and (d) the restored image by the CONVEX model ($\alpha_2 = 1 \times 10^{-3}$).

Figure 17. (a) The observed image corrupted by motion blur and Gamma noise, (b) the restored image by Wang and Ng’s model ($\alpha = 1.7 \times 10^4$), (c) the restored image by Dong and Zeng’s model ($\lambda = 8 \times 10^{-2}$ and $\alpha = 1.6 \times 10^3$), and (d) the restored image by the CONVEX model ($\alpha_2 = 6 \times 10^{-4}$).

Figure 18. (a) The observed image corrupted by Gaussian blur and Gamma noise, (b) the restored image by Wang and Ng’s model ($\alpha = 1.7 \times 10^4$), (c) the restored image by Dong and Zeng’s model ($\lambda = 7 \times 10^{-2}$ and $\alpha = 1.6 \times 10^3$), and (d) the restored image by the CONVEX model ($\alpha_2 = 4 \times 10^{-4}$).
Table 3
The comparison results of different models for multiplicative deblurring.

<table>
<thead>
<tr>
<th>Images</th>
<th>Blurs</th>
<th>Wang and Ng’s model</th>
<th>Dong and Zeng’s model</th>
<th>CONVEX model</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>PSNR</td>
<td>Iter</td>
<td>Time</td>
<td>PSNR</td>
</tr>
<tr>
<td>(a)</td>
<td>Motion</td>
<td>21.60</td>
<td>410.0</td>
<td>17.0</td>
</tr>
<tr>
<td></td>
<td>Gaussian</td>
<td>21.48</td>
<td>620.0</td>
<td>26.0</td>
</tr>
<tr>
<td>(b)</td>
<td>Motion</td>
<td>20.80</td>
<td>460.0</td>
<td>20.0</td>
</tr>
<tr>
<td></td>
<td>Gaussian</td>
<td>20.98</td>
<td>404.0</td>
<td>17.0</td>
</tr>
</tbody>
</table>

Figure 19. (a) The observed image corrupted by Motion blur and the Gaussian noise, (b) the restored image by the CONVEX model ($\alpha_2 = 7 \times 10^{-4}$, PSNR: 24.18 dB, time: 7.0 s), (c) the observed image corrupted by Motion blur and the Rayleigh noise, and (d) the restored image by the CONVEX model ($\alpha_2 = 7 \times 10^{-4}$, PSNR: 20.78 dB, time: 4.0 s).

Figure 20. (a) The observed image corrupted by Gaussian blur and the Gaussian noise, (b) the restored image by the CONVEX model ($\alpha_2 = 7 \times 10^{-4}$, PSNR: 22.93 dB, time: 2.0 s), (c) the observed image corrupted by Gaussian blur and the Rayleigh noise, and (d) the restored image by the CONVEX model ($\alpha_2 = 6 \times 10^{-3}$, PSNR: 20.40 dB, time: 4.0 s).

Figure 21. (a) The observed image corrupted by Motion blur and the Gaussian noise, (b) the restored image by the CONVEX model ($\alpha_2 = 6 \times 10^{-4}$, PSNR: 24.61 dB, time: 3.0 s), (c) the observed image corrupted by Motion blur and the Rayleigh noise, and (d) the restored image by the CONVEX model ($\alpha_2 = 5 \times 10^{-3}$, PSNR: 19.99 dB, time: 4.0 s).
3.4. Estimation of $\mu$. In section 2, we have discussed how to estimate the mean value of $w$ theoretically (Gamma and Rayleigh noises) and numerically (Gaussian noise). In this subsection, we study the effect of $\mu$ experimentally for image restoration results. We use the actual generated noise $n$ in the examples of section 3.1 to estimate the mean value $\bar{w}$ of $w$ from the noise realization. We test different values of $\mu$ as follows: $\bar{w} - 0.2$, $\bar{w} - 0.15$, $\bar{w} - 0.1$, $\bar{w} - 0.05$, $\bar{w}$, $\bar{w} + 0.05$, $\bar{w} + 0.1$, $\bar{w} + 0.15$, $\bar{w} + 0.2$. The corresponding restoration results in PSNR are given in Table 4. As for the comparison, the last column gives the PSNR values of the restored images when the values of $\mu$ are used based on the formulas in (2.4), (2.5), and (2.6) in the proposed model. We note that the PSNR values of the restored images are almost the same when the values calculated from the formulas or $\bar{w}$ are used. It is natural to note that when the input value of $\mu$ is far from the estimated mean value of $w$, the PSNR values of the restored images decrease.

### Table 4

The restoration results for different values of estimated $\mu$.

<table>
<thead>
<tr>
<th>Images</th>
<th>Noise</th>
<th>$-0.2$</th>
<th>$-0.15$</th>
<th>$-0.1$</th>
<th>$-0.05$</th>
<th>$0$</th>
<th>$0.05$</th>
<th>$0.1$</th>
<th>$0.15$</th>
<th>$0.2$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cameraman</td>
<td>Gaussian</td>
<td>19.22</td>
<td>21.34</td>
<td>23.81</td>
<td>26.20</td>
<td>26.86</td>
<td>25.02</td>
<td>22.51</td>
<td>20.24</td>
<td>18.32</td>
</tr>
<tr>
<td></td>
<td>Gamma</td>
<td>20.33</td>
<td>22.33</td>
<td>24.24</td>
<td>25.19</td>
<td>24.39</td>
<td>22.61</td>
<td>20.64</td>
<td>18.80</td>
<td>17.22</td>
</tr>
<tr>
<td>Parrot</td>
<td>Gaussian</td>
<td>19.34</td>
<td>21.39</td>
<td>23.79</td>
<td>26.23</td>
<td>27.21</td>
<td>25.74</td>
<td>23.29</td>
<td>21.15</td>
<td>19.41</td>
</tr>
<tr>
<td></td>
<td>Gamma</td>
<td>20.47</td>
<td>22.41</td>
<td>24.27</td>
<td>25.31</td>
<td>24.75</td>
<td>23.10</td>
<td>21.30</td>
<td>19.70</td>
<td>18.30</td>
</tr>
</tbody>
</table>

4. Concluding remarks. In this work, we have proposed an unconditional convex variational model for recovering blurred images corrupted by multiplicative noise of different types. In the model, we studied the functional by minimizing two variables: the restored image and the noise image on the $\ell_1$ data-fitting term, the variance term, and the TV regularization term. We developed an efficient alternating direction method for solving the proposed model. Extensive numerical experiments are provided to illustrate the state-of-the-art performance of the proposed model.
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