Video deraining via nonlocal low-rank regularization
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\textbf{A B S T R A C T}

Outdoor videos captured in rainy weather may be significantly corrupted by the undesired rain streaks, which severely affect the video processing tasks in outdoor computer vision systems. In this paper, we propose a tensor-based video rain streaks removal method using the nonlocal low-rank regularization. Specifically, we first divide videos into overlapped spatial–temporal patches. Then for each patch, we group its nonlocal similar spatial–temporal patches to form a third-order tensor. To model the clean videos, we characterize the wealth redundancy by adopting the tensor nuclear norm to regularize the low-rankness of the third-order tensors formed by similar spatial–temporal patches of clean videos. We also consider the piecewise smoothness and the temporal continuity of clean videos and utilize the unidirectional total variation to enhance the smoothness and continuity. Moreover, as rain streaks are sparse and smooth along the rain direction, we model the rain streaks by employing an \(\ell_1\) norm and the unidirectional total variation penalty to boost the sparsity and directional smoothness, respectively. We develop an efficient alternating direction method of multipliers to solve the proposed model. Experimental results on both synthetic and real rainy videos show that our method outperforms the state-of-the-art methods quantitatively and qualitatively.
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1. Introduction

Outdoor videos taken under raining conditions are often corrupted by the rain streaks which have the bright intensity and also interfere with the neighbor pixels. These factors will cause several types of visibility degradation in the captured videos, like obstructed objects, distorted colors, and blurred scenes. Such degradation may significantly affect the performance of various tasks in video processing and outdoor vision systems, such as feature extraction, classification [1], object tracking [2,3], recognition [4], and incident detection [5]. Therefore, rain streaks removal is essential for many computer vision applications and has drawn much attention in recent research [6–11].

The key issue for rain streaks removal is to explore the intrinsic properties for both the rain streaks and clean videos and utilize their discriminative structures to separate the rain-free videos. Many existing methods design their algorithms along this line and extract the prior knowledge for rain streaks and clean videos from different aspects, such as the chromatic property of rain streaks [12], the spatiotemporal property of rain and non-rain pixels [13], the similarity and repeatability of rain patterns, [14], and the low-rankness of clean videos [15]. The current state-of-the-art deraining method [16]

\textsuperscript{*} Corresponding author.
E-mail addresses: tzhuang@uestc.edu.cn (T.-Z. Huang), xlzhao122003@163.com (X.-L. Zhao).

https://doi.org/10.1016/j.apm.2019.10.065
0307-904X/\(\copyright\) 2019 Elsevier Inc. All rights reserved.
characterized the spatial-temporal correlation of clean videos by assuming the whole clean videos to be low-rank tensors. However, when video frames contain moving objects and highly dynamic scenes, the global low-rankness assumption of clean videos cannot be satisfied (see the first row of Fig. 1). So the detail information of videos may not be well preserved.

To better model the clean videos, in this paper, we adopt the nonlocal self-similarity (NSS) [17] to characterize the spatial-temporal redundancy of clean videos. The NSS prior refers to the fact that for a spatial-temporal local patch, which is the third-order subcube of the video tensor (Fig. 2), many similar spatial–temporal patches can be found across this whole video. To rationally exploit the NSS property, we first divide videos into overlapped spatial–temporal patches, and then for each key patch, we group its nonlocal similar spatial–temporal patches to form a third-order tensor. Such tensors built within clean videos reflect both the NSS and the spatial–temporal correlations (see Fig. 2) and always have low-rank structures (see Fig. 1). To characterize the low-rank property, the sum of nuclear norm (SNN) [18] is usually leveraged for regularizing the low-rankness of tensors. However, unfolding a tensor along one mode will often break the intrinsic structures of tensors. Therefore, we utilize the tensor nuclear norm (TNN) [19] (see Section 2) to enhance the low-rankness so that the structure of tensors can be well preserved. To fully explore the intrinsic priors, we also consider the spatial and temporal continuity of clean videos and use the unidirectional total variation (UTV) regularizers to respectively enhance spatial and temporal smoothness. Moreover, since rain streaks are sparse and smooth along the rain direction, the $l_1$ norm and the UTV penalty are employed to characterize the sparsity and directional smoothness, respectively. We perform the proposed model on each similar-patch-formed tensor and then aggregate the results to reconstruct the final rain-free video.

In this paper, the proposed method has three main contributions which are summarized as follows:

- We consider the NSS prior for video rain streaks removal, which fully exploits the redundancy of nonlocal similar patches. To the best of our knowledge, this is the first attempt to use NSS prior to remove rain streaks from videos.
- To characterize the redundancy of nonlocal similar patches, we propose to use the TNN, which can efficiently preserve the intrinsic structures, to regularize the similar-patch-formed tensors with their low-rankness, and build a convex model for videos rain streaks removal.

Fig. 1. Comparing the low-rankness of a clean video with dynamic scenes and its similar-patch-formed tensor in the top and bottom rows, respectively. The first column displays the original video, the nonlocal similar patches, and the tensor formed by a nonlocal similar patch group. From the second to fourth column displays: the singular values of the mode-$n$ ($n = 1, 2, 3$) unfolding matrix of the corresponding tensors, respectively. The last column is obtained by first applying discrete Fourier transformation to the tensors along their third modes, then computing the singular values of each frontal slices (see Section 2 for the details).

Fig. 2. Illustration for the nonlocal similar spatial–temporal patches in a video. For a red key patch, many green nonlocal similar patches can be found in this video. These similar patches can form a third-order tensor with the spatial mode, temporal mode, and similar-patch-number mode. (For interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article.)
To tackle the proposed model, we develop an efficient alternating direction method of multipliers (ADMM). The convergence of the proposed algorithm can be theoretically guaranteed under ADMM framework. The extensive experiments on both synthetic and real rainy videos demonstrate that our method performs superiorly over the compared state-of-the-art methods qualitatively and quantitatively.

This paper is organized as follows. The basic notations are introduced in Section 2. In Section 3, some related works are briefly discussed. Our method is proposed in Section 4. Section 5 presents the numerical algorithm. The experimental results are shown in Section 6. At last, the conclusion is given in Section 7.

2. Preliminaries

In this paper, tensors are denoted by bold calligraphic letters, e.g., \( \mathcal{X} \). Matrices are denoted by uppercase letters, e.g., \( X \). Vectors are denoted by bold lowercase letters, e.g., \( x \), and scalars are denoted by lowercase letters, e.g., \( x \).

The squared Frobenius norm of a third-order tensor \( \mathcal{X} \in \mathbb{R}^{n_1 \times n_2 \times n_3} \) is defined as \( \| \mathcal{X} \|_F^2 = \sum_{i=1}^{n_1} \sum_{j=1}^{n_2} \sum_{k=1}^{n_3} x_{ijk}^2 \), where \( x_{ijk} \) is the \((i, j, k)\)-th component of \( \mathcal{X} \).

The *mode-\( k \) unfolding* of a tensor \( \mathcal{X} \in \mathbb{R}^{n_1 \times n_2 \times \cdots \times n_k} \) can be denoted as a matrix \( X_k(\mathcal{X}) \in \mathbb{R}^{n_k \times \prod_{t \neq k} n_t} \), where the \((i_1, i_2, \ldots, i_k)\)-th entry of \( \mathcal{X} \) corresponds to the \((i_k, j)\)-th entry of \( X_k(\mathcal{X}) \).

**Slices** are two-dimensional sections of a tensor, defined by fixing all but two indices. For a third-order tensor \( \mathcal{X} \in \mathbb{R}^{n_1 \times n_2 \times n_3} \), the frontal slices are the matrix with the third index fixed, denote as \( X_{:, k} \) (\( k = 1, 2, \ldots, n_3 \)).

For \( \mathcal{X} \in \mathbb{R}^{n_1 \times n_2 \times n_3} \), we denote \( \hat{\mathcal{X}} \) as the tensor by applying discrete Fourier transformation to \( \mathcal{X} \) along its third mode, which is herein denoted by the command in Matlab \( \text{fft} \), and \( \hat{\mathcal{X}} = \text{fft}(\mathcal{X}, [1, 3]) \). By this way, \( \mathcal{X} \) can also be computed from \( \hat{\mathcal{X}} \) by using inverse fast Fourier transformation (IFFT), i.e., \( \mathcal{X} = \text{ifft}(\hat{\mathcal{X}}, [1, 3]) \).

In this paper, the **tensor nuclear norm (TNN)** of a tensor \( \mathcal{X} \in \mathbb{R}^{n_1 \times n_2 \times n_3} \) is denoted as \( \| \mathcal{X} \|_* = \frac{1}{n_1} \sum_{i=1}^{n_1} \| X_{i, :} \|_* \), i.e., \( \| \mathcal{X} \|_* \) is the average of the nuclear norm of all the frontal slices of \( \hat{\mathcal{X}} \).

For more information about tensors, please refer to [19–21] for the extensive overview.

3. Related works

According to the different data formats, existing algorithms for rain streaks removal can be divided into two categories. The first group of methods aims to remove rain streaks from a single observed rainy image. Kang et al. [22] proposed their method based on morphological component analysis (MCA) and then decomposed rainy images into clean image and rain streaks. Luo et al. [23] detected and removed rain pattern using the dictionary learning technique. Li et al. [24] removed the rain effects by adopting a patch-based Gaussian mixture model (GMM) prior of both the clean images and rain streaks in a single image. Deng et al. [25] utilized the directional global sparse priors in their deraining model. In recent years, some deep learning based methods [26–29] have drawn much attentions and achieved impressive performances in rain streak removal task. Generally, they first trained large amount of images to learn the deep features of both rain layers and clean images and then removed the static rain streaks through the tailored deep networks.

Another group of approaches focuses on the video rain streaks removal problem. Garg and Nayar [4,7] first proposed to alternate the camera settings so that the obtained videos could avoid the degradation from rain drops. In the last two decades, various efficient prior knowledge has been explored for video deraining task. Barnum et al. [30] detected and separated the rain streaks in Fourier domain where the rain had united visual effects. Bossu et al. [31] assumed that the histogram of directions of rain streaks could be modeled as the Gaussian distribution, and then they adopted the GMM to characterize rain streaks. Santhaseelan and Asari [32] utilized the phase congruency features to detect the rain streaks, then reconstructed the rain-free videos based on the intensity information. Ren et al. [33] divided the rain streaks into sparse and dense categories and then proposed their method using the matrix decomposition technique. Chen et al. [34] proposed their method based on deep convolutional neural networks. They decomposed the scene into depth consistent units by superpixel segmentation (SP) and applied the alignment of clean contents at the SP level. Liu et al. [35] built a joint deep recurrent convolutional networks to remove rain effects based on the assumption that rain streaks has low light transmittance. To characterize the wealth redundancy in videos, current state-of-the-art methods often dealt with the temporal correlation via a low-rank assumption on the whole clean video. Kim et al. [9] computed an initial rain map from the difference of the adjacent frames and refined the rain map by a pre-trained classifier. Then the rain-free videos were recovered via low-rank matrix completion. Wei et al. [36] adopted the Mixture of Gaussians (MOG) distribution to model the rain streaks, and decomposed the clean video into the low-rank background and smooth foreground. Li et al. [37] removed the rain streaks using the similar decomposition with [36], while they depicted the rain streaks as the combination of multiscale features. Jiang et al. [16] proposed a tensor-based deraining method which considered the discriminative smoothness priors. They characterized the spatial–temporal correlation by assuming whole clean videos to be low-rank tensors. It is worth noting that the above methods almost assume the whole clean videos is low-rank. However, when the video captured with moving objects and dynamic scenes, the global low-rank assumption of the clean video will not be satisfied (see Fig. 1), thus the diverse structures in videos may not be well recovered.

To better model the clean videos and characterize the redundancy of videos in both spatial and temporal domains, in this paper, we propose a tensor-based deraining method exploiting the NSS prior of clean videos. Instead of assuming the whole
rain-free video to be low-rank, we consider the low-rankness of tensors formed by similar patch groups within clean videos. In addition, the UTV penalties are also employed to enhance the directional smoothness of rain streaks and the piecewise smoothness and temporal continuity of clean videos. The proposed method will be presented in the next section.

4. The Proposed Method

Generally, an observed rainy video can be formulated as a linear combination of the rain-free video and the rain streaks part
\[
\mathcal{O} = \mathcal{V} + \mathcal{R},
\]
where \(\mathcal{O}, \mathcal{V}, \mathcal{R} \in \mathbb{R}^{n_h \times n_w \times n_t}\) are three tensors corresponding to the rainy video, clean video, and rain streaks, respectively. The rain streaks removal task is an ill-posed problem which aims to recover the unknown clean video \(\mathcal{V}\) and rain streaks \(\mathcal{R}\) from a given \(\mathcal{O}\). To solve this problem, we propose a tensor-based video deraining method combining the UTV and nonlocal low-rank regularization.

For an observed rainy video \(\mathcal{O} \in \mathbb{R}^{n_h \times n_w \times n_t}\) with the spatial resolution \(n_h \times n_w\) and the frame number \(n_t\), we firstly sweep across the whole video tensor along three directions with overlaps, and collect a group of spatial–temporal patches \(\{\mathcal{C}_{ijk}\} \subset \mathbb{R}^{\omega \times \omega \times t}\), where \(1 \leq i \leq n_h - \omega + 1, 1 \leq j \leq n_w - \omega + 1, 1 \leq k \leq n_t - t + 1\), and \(\omega\) and \(t\) are the spatial size and the frame number, respectively, of each spatial–temporal patch. Moreover, A subset of \(\{\mathcal{C}_{ijk}\}\) is treated as key patches which are selected by sweeping across the tensor along three directions with the size of overlaps being \(1\). We further lexicographically rearrange the frontal slices of each \(\mathcal{C}_{ijk}\) as column vectors, thus each \(\mathcal{C}_{ijk}\) can be represented by a 2D patch, denoted as \(\mathcal{C}_{ijk} \in \mathbb{R}^{\omega \times t}\), and all the \(\mathcal{C}_{ijk}\) can be rearranged to form a set of 2D patches. Due to the NSS property, we can search the most similar \(m - 1\) \((m > 1)\) patches for each key patch and stack these patches (including this key patch) to build a third-order tensor denoted as \(\mathcal{O}_i \in \mathbb{R}^{\omega \times t \times m}\), where \(i\) is the index of key patches. By this way, the nonlocal similar patches of all key patches can construct a set of tensors \(\{\mathcal{O}_i\}\).

To estimate the clean video and rain streaks, we can first recover the corresponding patch groups of clean videos \(\{\mathcal{V}_i\}\) and rain streaks \(\{\mathcal{R}_i\}\) from the rainy observation \(\{\mathcal{O}_i\}\), then aggregate the results to reconstruct the \(\mathcal{V}\) and \(\mathcal{R}\). For the ith group, we address the rain streaks removal problem as finding the decomposition of \(\mathcal{O}_i\) by solving the following optimization problem
\[
\min_{\mathcal{V}_i, \mathcal{R}_i} L_1(\mathcal{V}_i) + L_2(\mathcal{R}_i), \quad \text{s.t.} \quad \mathcal{O}_i = \mathcal{V}_i + \mathcal{R}_i, \quad \mathcal{O}_i \geq \mathcal{R}_i \geq 0, \quad \text{(2)}
\]
where \(L_1(\cdot)\) and \(L_2(\cdot)\) are the regularizations for \(\mathcal{V}_i\) and \(\mathcal{R}_i\), respectively. We would further explore and analyze the priors to determine the appropriate \(L_1\) and \(L_2\) regularizations so that \(\mathcal{V}_i\) and \(\mathcal{R}_i\) can be well distinguished.

Prior knowledge for \(\mathcal{V}_i, \mathcal{V}_i\) reflects both the NSS property and the spatial–temporal correlations of clean videos and always possesses the low-rank structure. We thus consider the low-rankness of the nonlocal similar patch group \(\mathcal{V}_i\), and regularize it with TNN. TNN has been proved to be more effective than the SNN for characterizing the low-rankness of tensors [19]. And only one parameter is needed when minimizing TNN. Moreover, since the clean videos are piecewise smooth in the spatial domain and consist of continuous frames, we additionally regularize the rain-free videos with UTV penalties for the horizontal smoothness and the temporal continuity. Note that raindrops often fall down from top to the bottom due to the gravity, we assume the rain directions are uniform and nearly vertical in this paper. Actually, when rain directions are highly oblique, our method can still remove the rain streaks, which will be further discussed in our experiments in Section 6. In addition, we do not consider the piecewise smoothness of clean videos along rain direction, because the rain streaks maintain a stronger smooth property along this direction [16]. Therefore, under the assumption of vertical rain streaks, we define \(L_1\) as
\[
L_1(\mathcal{V}_i) = \|\mathcal{V}_i\|_* + \alpha_1 \|D_x \mathcal{V}_i\|_1 + \alpha_2 \|D_y \mathcal{V}_i\|_1, \quad \text{(3)}
\]
where \(\|\cdot\|_*\) is the TNN defined in Section 2, \(\|\cdot\|_1\) is the \(\ell_1\) norm which calculates the sum of absolute values of all entries, \(\alpha_1, \alpha_2 > 0\) are two positive parameters, and \(D_x, D_y : \mathbb{R}^{\omega \times t \times m} \rightarrow \mathbb{R}^{\omega \times t \times m}\) are defined as the operators that compute the differential values of horizontal and temporal directions in the original spatial–temporal patches. Specifically, we define \(\{\mathcal{V}_i^{(j)}\}_{j=1}^m \in \mathbb{R}^{\omega \times \omega \times t}\) as the spatial–temporal patches reshaped from the frontal slices of tensor \(\mathcal{V}_i\). We further respectively define \(\nabla_x, \nabla_y : \mathbb{R}^{\omega \times \omega \times t} \rightarrow \mathbb{R}^{\omega \times \omega \times t}\) as the unidirectional first-order difference operators of horizontal and temporal directions for tensors. Then by reshaping the tensors in the sets \(\{\nabla_x \mathcal{V}_i^{(j)}\}_{j=1}^m\) and \(\{\nabla_y \mathcal{V}_i^{(j)}\}_{j=1}^m\) as 2D matrices with size \(\omega^2 \times t\) and stacking them, we can construct \(D_x \mathcal{V}_i\) and \(D_y \mathcal{V}_i\), respectively.

Prior knowledge for \(\mathcal{R}_i\). Since the number of rain pixels is often less than that of clean pixels and the rain streaks often have high intensity, we assume \(\mathcal{R}\) to be a sparse tensor. Obviously, \(\mathcal{R}\) preserves the sparsity of rain streaks, thus we use the \(L_1\) norm to regularize \(\mathcal{R}_i\) in our model. Additionally, we assume the directions of rain streaks are nearly uniform and vertical, thus the rain streaks naturally have strong smoothness along the vertical direction, and we regularize the rain streaks with the UTV penalty for the directional smoothness. Therefore, the regularization \(L_2\) then can be defined as
\[
L_2(\mathcal{R}_i) = \alpha_3 \|D_y \mathcal{R}_i\|_1 + \alpha_4 \|D_z \mathcal{R}_i\|_1, \quad \text{(4)}
\]
where \(\alpha_3, \alpha_4 > 0\) are the positive parameters, \(D_y : \mathbb{R}^{\omega \times t \times m} \rightarrow \mathbb{R}^{\omega \times t \times m}\) is the operator to compute the differential values of vertical direction in the original spatial–temporal patches. Here \(D_y\) is defined similarly to \(D_x\) and \(D_t\), i.e., \(D_y \mathcal{R}_i\) is constructed
by reshaping the tensors \((\nabla_y R_{i}^{(j)})_{j=1}^{m}\) as matrices and stacking them into a 3-order tensor, where \(\nabla_y\) and \(R_{i}^{(j)}\) are the first-order difference operator of vertical direction and the spatial–temporal patch reshaped from the jth frontal slice of \(R_{i}\), respectively.

By incorporating (3) and (4) into (2), for the ith group of nonlocal similar patches, we have the following optimization model

\[
\min_{V_i, R_{i}} \|V_i\|_q + \alpha_1 \|D_v V_i\|_1 + \alpha_2 \|D_v V_i\|_1 + \alpha_3 \|D_v R_{i}\|_1 + \alpha_4 \|R_{i}\|_1, \\
\text{s.t.} \quad C_i = V_i + R_{i}, \quad C_i \geq R_{i} \geq 0. \tag{5}
\]

It is worth mentioning that all the variables in our model are the tensors built by the similar patch groups instead of the original videos, which is much different between the work of [16]. The work [16] considered holistic low-rankness of the clean videos, that are not always satisfied especially when there are moving objects and dynamic background in videos. Our work considers the NSS [38] prior and fully exploits the redundancy of nonlocal similar patches of the clean videos. The NSS is a more general prior which is satisfied even when there are moving objects and dynamic background in clean videos. For example, in Fig. 1, we can observe that the low-rankness of the holistic clean video is not significant while the low-rankness of nonlocal similar patches is significant. Moreover, Our method adopts the TNN that is more effective than the SNN employed in [16].

When all \(V_i\)'s are recovered by solving (5), we can reconstruct the final clean \(V\) by aggregating all \(V_i\)'s to compute the average intensity values for each pixel. The efficient numerical algorithm for the proposed model will be introduced in the next section.

5. Numerical algorithms

The proposed model (5) is a convex optimization problem and easy to be solved by many efficient solvers, such as Bregman method [39], proximal splitting method, primal-dual methods [40,41], and ADMM [42]. In this paper, we develop an efficient ADMM algorithm to tackle the proposed model. The other methods can also be applied and implemented effectively.

We first introduce some auxiliary variables \(U, W, M, N, P\) into (5). For the ith group of nonlocal similar patches, we can then rewrite the problem as the following equivalent optimization problem

\[
\min_{U, W, M, N, P} \|U\|_* + \alpha_1 \|W\|_1 + \alpha_2 \|M\|_1 + \alpha_3 \|N\|_1 + \alpha_4 \|P\|_1, \\
\text{s.t.} \quad U = V_i, \quad W = D_v V_i, \quad M = D_v M_i, \quad N = D_v R_{i}, \quad P = R_{i}, \quad C_i = V_i + R_{i}, \quad C_i \geq R_{i} \geq 0. \tag{6}
\]

By attaching the Lagrangian multipliers \({\Lambda_1, \Lambda_2, \Lambda_3, \Lambda_4, \Lambda_5, \Lambda_6}\), the augmented Lagrangian function for (6) can be formulated as

\[
L(U, R_{i}, W, M, N, P, \Lambda_1, \Lambda_2, \Lambda_3, \Lambda_4, \Lambda_5, \Lambda_6) = \|U\|_* + \alpha_1 \|W\|_1 + \alpha_2 \|M\|_1 + \alpha_3 \|N\|_1 + \alpha_4 \|P\|_1 \\
+ \frac{\beta}{2} \|U - V_i + \frac{\Lambda_1}{\beta}\|_F^2 + \frac{\beta}{2} \|W - D_v V_i + \frac{\Lambda_2}{\beta}\|_F^2 + \frac{\beta}{2} \|M - D_v M_i + \frac{\Lambda_3}{\beta}\|_F^2 \\
+ \frac{\beta}{2} \|N - D_v R_{i} + \frac{\Lambda_4}{\beta}\|_F^2 + \frac{\beta}{2} \|P - R_{i} + \frac{\Lambda_5}{\beta}\|_F^2 + \frac{\beta}{2} \|C_i - V_i + \frac{\Lambda_6}{\beta}\|_F^2, \tag{7}
\]

where \(\beta\) is a positive scalar. In (7), the unknown variables can be divided into two groups \((U, W, M, N, P)\) and \((V_i, R_{i})\). We can solve them alternatively within ADMM framework. Firstly, we keep the variables in \((V_i, R_{i})\) fixed and solve the variables in another group. To begin with, we can update \(U\) by solving the following sub-problem

\[
\min_{U} \|U\|_* + \frac{\beta}{2} \|U - V_i + \frac{\Lambda_1}{\beta}\|_F^2. \tag{8}
\]

Here \(\|\cdot\|\) is the tensor nuclear norm (TNN) defined in Section 2. Problem (8) can be efficiently solved by using the discrete Fourier transform [19] and the singular value thresholding (SVT). Specifically, we obtain each frontal slice of \(U_{k+1}\) via

\[
\hat{U}_{k+1}^{i,j} = \text{SVT} \left( [\hat{V}_{k}^{i,j}] - \frac{[\Lambda_1^{i,j}]}{\beta}, \frac{1}{\beta} \right), \quad j = 1, \ldots, m,
\]

where SVT is the soft-thresholding operation of singular values. Then we can apply inverse FFT to obtain \(U\). Please refer to [19,43] for more details. Here the computational cost of updating \(U_{k+1}\) is \(O(\omega^2 tm \log m + m \min(\omega^2 t^2, \omega^4 t))\).
The sub-problems for $\mathbf{W}, \mathbf{M}, \mathbf{N}$, and $\mathcal{P}$ can be solved by the same optimization problem, which can be written as the following formulation
\[
\min_{\mathcal{X}} \rho \|\mathcal{X}\|_1 + \frac{\mu}{2} \|\mathcal{X} - \mathcal{Y}\|_2^2,
\]
where $\rho$ and $\mu$ are positive scalars. This problem can be solved by applying the operation as follows
\[
\mathcal{X} = S^*_\frac{\rho}{\mu}(\mathcal{Y}),
\]
where $S(\cdot)$ is performed componentwise and defined as
\[
S^*_\frac{\rho}{\mu}(\mathcal{Y}) = \begin{cases} 
(\|y\| - \frac{\rho}{\mu}) \cdot \text{sign}(y), & |y| > \frac{\rho}{\mu}; \\
0, & \text{otherwise},
\end{cases}
\]
where $\text{sign}(a)$ is 1 if $a > 0$ and $-1$ otherwise. Then $\mathbf{W}, \mathbf{M}, \mathbf{N}$, and $\mathcal{P}$ can be updated by the following closed-form solutions
\[
\mathbf{W}^{k+1} = S^*_\frac{\rho}{\mu}\left(D_\lambda \mathbf{V}^k - \frac{\Lambda^k_2}{\beta}\right), \quad \mathbf{M}^{k+1} = S^*_\frac{\rho}{\mu}\left(D_\lambda \mathbf{V}^k - \frac{\Lambda^k_2}{\beta}\right),
\]
\[
\mathbf{N}^{k+1} = S^*_\frac{\rho}{\mu}\left(D_\lambda \mathbf{R}^k - \frac{\Lambda^k_4}{\beta}\right), \quad \mathcal{P}^{k+1} = S^*_\frac{\rho}{\mu}\left(\mathbf{R}^k - \frac{\Lambda^k_5}{\beta}\right).
\]

The computational cost of updating $\mathbf{W}, \mathbf{M}, \mathbf{N}$, and $\mathcal{P}$ is $O(\omega^2tm)$.

To solve $\mathbf{V}_i$ and $\mathbf{R}_i$, we keep the variables $(\mathcal{U}, \mathbf{W}, \mathbf{M}, \mathbf{N}, \mathcal{P})$ fixed and minimizing (7) with respect to $\mathbf{V}_i$ and $\mathbf{R}_i$. Obviously, they can be jointly solved by the following least squares problem
\[
\min_{\mathbf{V}_i, \mathbf{R}_i} \frac{\beta}{2} \|\mathbf{U} - \mathbf{V}_i + \frac{\Lambda_1^i}{\beta}\|_2^2 + \frac{\beta}{2} \|\mathbf{W} - D_\lambda \mathbf{V}_i + \frac{\Lambda_2^i}{\beta}\|_2^2 + \frac{\beta}{2} \|\mathbf{M} - D_\lambda \mathbf{V}_i + \frac{\Lambda_3^i}{\beta}\|_2^2
\]
\[
+ \frac{\beta}{2} \|\mathbf{N} - D_\lambda \mathbf{R}_i + \frac{\Lambda_4^i}{\beta}\|_2^2 + \frac{\beta}{2} \|\mathcal{P} - \mathbf{R}_i + \frac{\Lambda_5^i}{\beta}\|_2^2 + \frac{\beta}{2} \|\mathcal{O}_i - \mathbf{V}_i - \mathbf{R}_i + \frac{\Lambda_6^i}{\beta}\|_2^2.
\]

The problem (14) is equivalent to the following vectorized formulation
\[
\min_{\mathbf{V}_i, \mathbf{R}_i} \frac{\beta}{2} \|\text{vec}(\mathcal{U}) - \text{vec}(\mathbf{V}_i) + \text{vec}\left(\frac{\Lambda_1^i}{\beta}\right)\|_2^2 + \frac{\beta}{2} \|\text{vec}(\mathbf{W}) - \text{vec}(D_\lambda \mathbf{V}_i) + \text{vec}\left(\frac{\Lambda_2^i}{\beta}\right)\|_2^2
\]
\[
+ \frac{\beta}{2} \|\text{vec}(\mathbf{M}) - \text{vec}(D_\lambda \mathbf{V}_i) + \text{vec}\left(\frac{\Lambda_3^i}{\beta}\right)\|_2^2 + \frac{\beta}{2} \|\text{vec}(\mathcal{N}) - \text{vec}(D_\lambda \mathbf{R}_i) + \text{vec}\left(\frac{\Lambda_4^i}{\beta}\right)\|_2^2
\]
\[
+ \frac{\beta}{2} \|\text{vec}(\mathcal{P}) - \text{vec}(\mathbf{R}_i) + \text{vec}\left(\frac{\Lambda_5^i}{\beta}\right)\|_2^2 + \frac{\beta}{2} \|\text{vec}(\mathcal{O}_i) - \text{vec}(\mathbf{V}_i) - \text{vec}(\mathbf{R}_i) + \text{vec}\left(\frac{\Lambda_6^i}{\beta}\right)\|_2^2,
\]
where $\text{vec}(\cdot)$ is the vectorization operation. By reshaping tensors into the vector form, we can further represent the terms $\text{vec}(D_\lambda \mathbf{V}_i), \text{vec}(D_\lambda \mathbf{V}_i)$, and $\text{vec}(D_\lambda \mathbf{R}_i)$ by the form of first-order difference matrices multiplying vectors. In specific, we can construct the first-order difference matrices $F_x, F_y, F_z \in \mathbb{R}^{\omega^2tm\times\omega^2tm}$ that satisfy the following equations
\[
\text{vec}(D_\lambda \mathbf{V}_i) = F_x \cdot \text{vec}(\mathbf{V}_i), \quad \text{vec}(D_\lambda \mathbf{V}_i) = F_y \cdot \text{vec}(\mathbf{V}_i), \quad \text{vec}(D_\lambda \mathbf{R}_i) = F_z \cdot \text{vec}(\mathbf{R}_i).
\]

It can be easily derived that $F_x, F_y,$ and $F_z$ are the matrices with circulant blocks. In (15), through replacing $\text{vec}(D_\lambda \mathbf{V}_i), \text{vec}(D_\lambda \mathbf{V}_i)$, and $\text{vec}(D_\lambda \mathbf{R}_i)$ by the corresponding terms in (16), the objective function of (15) becomes derivable. We can then minimize it to get the following normal equation
\[
\begin{pmatrix}
F_x^\top F_x + F_y^\top F_y + 2I \\
F_y^\top F_y + 2I \\
F_z^\top F_z + 2I \\
I
\end{pmatrix}
\begin{pmatrix}
\text{vec}(\mathbf{V}_i) \\
\text{vec}(\mathbf{R}_i)
\end{pmatrix} = \begin{pmatrix}
b_1 \\
b_2
\end{pmatrix},
\]
where
\[
b_1 = \text{vec}(\mathcal{O}_i + \mathcal{U} + \frac{1}{\beta}(\Lambda_1^i + \Lambda_5^i)) + F_x^\top \left(\text{vec}(\mathbf{W} + \frac{1}{\beta}(\Lambda_2^i)) + F_y^\top \left(\text{vec}(\mathbf{M} + \frac{1}{\beta}(\Lambda_3^i))\right)\right),
\]
\[
b_2 = \text{vec}(\mathcal{O}_i + \mathcal{P} + \frac{1}{\beta}(\Lambda_5^i + \Lambda_6^i)) + F_y^\top \left(\text{vec}(\mathbf{N} + \frac{1}{\beta}(\Lambda_4^i))\right).
\]
and $I \in \mathbb{R}^{\omega^2tm\times\omega^2tm}$ is the identity matrix. Due to the circulant structure of $F_x^\top F_x, F_y^\top F_y$ and $F_z^\top F_z$, the coefficient matrices $(F_x^\top F_x + F_y^\top F_y + 2I)$ and $(F_y^\top F_y + 2I)$ can be diagonalized by FFTs. Therefore, problem (17) can be efficiently solved in
O(\omega^2tm\log(\omega^2tm)) operations. Then \(R^{k+1}_i\) and \(V_i^{k+1}\) are elementwisely projected between 0 and \(O_i\). At last, the Lagrangian multipliers can be updated by

\[
\begin{align*}
\Lambda_1^{k+1} &= \Lambda_1^k + \beta(U_i^{k+1} - V_i^{k+1}), \\
\Lambda_2^{k+1} &= \Lambda_2^k + \beta(V_i^{k+1} - D_i V_i^{k+1}), \\
\Lambda_3^{k+1} &= \Lambda_3^k + \beta(M_i^{k+1} - D_i V_i^{k+1}), \\
\Lambda_4^{k+1} &= \Lambda_4^k + \beta(N_i^{k+1} - D_i R_i^{k+1}), \\
\Lambda_5^{k+1} &= \Lambda_5^k + \beta(P_i^{k+1} - R_i^{k+1}), \\
\Lambda_6^{k+1} &= \Lambda_6^k + \beta(C_i^{k+1} - V_i^{k+1} - R_i^{k+1}).
\end{align*}
\] (19)

The cost of updating these multipliers is \(O(\omega^2tm)\).

We perform our algorithm on all the similar patch groups. The final result \(V\) can be obtained by aggregating all the result \(V_i\)’s and computing the average values of each pixel. In the next section, we will show our experimental results.

The analysis of computational and storage complexity:

In our method, the block-matching operation, which aims to search the similar patches for every key patch, is the most time-consuming procedure besides the proposed ADMM algorithm. To analyze the complexity of the block-matching procedure, we use \(n_a\) and \(n_b\) to denote the total number of spatial–temporal patches and key patches, respectively. In this way, the cost of computing the distances between each key patch and all patches is \(O(\omega^2tn_a)\). Moreover, the cost of finding similar patches for each key patch is \(n_ao\log n_a\). Thus, the total computational complexity of block matching is \(O(n_an_b(\log n_a + \omega^2t))\).

Meanwhile, the storage complexity can also be calculated as \(O(n_b(n_a + 1 + m) + n_o\omega^2t)\).

For the proposed ADMM algorithm, by summarizing the computational cost of all variables, the total computational complexity of each patch group is \(O(\omega^2tm\log \omega^2tm^2 + m\min(\omega^2t^2, \omega^4t))\) per iteration. Moreover, the storage complexity can be easily calculated as \(O(\omega^2tm)\).

6. Experiments

In this section, we show and analyze the rain removal performance on both the synthetic data and real data. Our experiments are implemented in MATLAB 2017b on an Intel 3.70 GHz PC with 16GB RAM. As each frame of color videos have RGB three channels, we transform all the test videos into YUV\(^1\) color space and perform our method on the components of brightness. For the parameters, unless otherwise specified, we set \(\beta = 2\) and \(\{\alpha_1, \alpha_2, \alpha_3, \alpha_4\}\) are tuned in the interval [0,1] empirically. We set \(\omega = 15, t = 10, m = 30\), i.e., the size of spatial–temporal patch is fixed as \(15 \times 15 \times 10\), and the number of similar patches is 30. For each key spatial–temporal patch, we search its similar patches in an \(80 \times 80 \times 30\) windows centered at this patch. We compare the proposed method (UTV-NLR) with four recent state-of-the-art video deraining methods: the temporal correlation and low-rank matrix completion (TC-LRMC) method [9], the stochastic encoding (SE) method [36], the tensor-based method using the discriminate intrinsic priors (DIP) [16], and the convolutional sparse coding (CSC) method [37]. We test these methods on both the synthetic data and real rainy videos quantitatively and visually.

6.1. Experiments on synthetic data

All the compared methods are first performed on four clean videos with the artificial rain streaks. To generate rain streaks, Garg and Nayar [4] pointed out that the effects of rain streaks are caused by the motion-blurred raindrops. Thus many recent deraining approaches [22,23,27] utilize the Photoshop software and follow the tutorial documents of Photoshop [44] to add the rain streaks on a single image. The main idea of this way is to first generate some noise pixels on a black layer and then apply the motion blur to the noise. In addition, the simulation of rain streaks in videos has been proposed in early research [45], which claims that the rain streaks can be assumed temporal independent in videos. Based on these studies, we simulate the rain streaks \(R\) by first generating the “salt and pepper” noise on each frontal slice of a zero tensor, and then applying a motion blur to it. A small bias angle is allowed between the rain direction and vertical direction (maximum 5 degrees). In this section, we use two scenarios for each video: the video with light rain and the video with heavy rain. The noise density \(d\) of light rain is set as \(d = 0.01 + 0.001 \ast p\) and the one of heavy rain is set as \(d = 0.04 + 0.001 \ast p\), where \(0 < p < 1\) is a positive scalar taken randomly for each frame. Since the clean videos are known, we make the comparison quantitatively and visually.

Table 1 shows the quantitative comparisons of four synthetic videos. Besides the PSNR and SSIM [46], we additionally use 3 performance metrics: the universal image quality index (UQI) [47], visual information fidelity (VIF) [48], and the feature similarity index (FSIM) [49]. The values of all metrics are the higher, the better. These measures mainly focus on image structure and fidelity so that the comparison from different aspects can be fully considered. In Table 1, we list the mean values of metrics over all frames for each recovered video. From Table 1, we can evidently observe the advantage of the

\(^1\) https://en.wikipedia.org/wiki/YUV
Table 1: Quantitative evaluation on synthetic videos with different metrics.

<table>
<thead>
<tr>
<th>Video</th>
<th>Scenarios</th>
<th>Methods</th>
<th>MPSNR</th>
<th>MSSIM</th>
<th>MUQI</th>
<th>MVIF</th>
<th>MFSIM</th>
</tr>
</thead>
<tbody>
<tr>
<td>Running car</td>
<td>Light rain</td>
<td>Rainy</td>
<td>36.0193</td>
<td>0.9539</td>
<td>0.8762</td>
<td>0.6987</td>
<td>0.9762</td>
</tr>
<tr>
<td></td>
<td></td>
<td>TC-LRMC</td>
<td>36.6063</td>
<td>0.9799</td>
<td>0.9555</td>
<td>0.8025</td>
<td>0.9833</td>
</tr>
<tr>
<td></td>
<td></td>
<td>SE</td>
<td>37.8375</td>
<td>0.9713</td>
<td>0.9566</td>
<td>0.8556</td>
<td>0.9947</td>
</tr>
<tr>
<td></td>
<td></td>
<td>DIP</td>
<td>43.1908</td>
<td>0.9945</td>
<td>0.9822</td>
<td>0.9103</td>
<td>0.9952</td>
</tr>
<tr>
<td></td>
<td></td>
<td>CSC</td>
<td>43.9136</td>
<td>0.9934</td>
<td>0.9774</td>
<td>0.9415</td>
<td>0.9756</td>
</tr>
<tr>
<td></td>
<td></td>
<td>UTV-NLR</td>
<td>48.9292</td>
<td>0.9976</td>
<td>0.9894</td>
<td>0.9674</td>
<td>0.9985</td>
</tr>
<tr>
<td>Heavy rain</td>
<td>Light rain</td>
<td>Rainy</td>
<td>28.7164</td>
<td>0.8556</td>
<td>0.7227</td>
<td>0.5038</td>
<td>0.9290</td>
</tr>
<tr>
<td></td>
<td></td>
<td>TC-LRMC</td>
<td>31.3614</td>
<td>0.9202</td>
<td>0.8047</td>
<td>0.5067</td>
<td>0.9460</td>
</tr>
<tr>
<td></td>
<td></td>
<td>SE</td>
<td>31.8453</td>
<td>0.9575</td>
<td>0.9126</td>
<td>0.7617</td>
<td>0.9840</td>
</tr>
<tr>
<td></td>
<td></td>
<td>DIP</td>
<td>35.3519</td>
<td>0.9664</td>
<td>0.8849</td>
<td>0.7072</td>
<td>0.9796</td>
</tr>
<tr>
<td></td>
<td></td>
<td>CSC</td>
<td>39.4965</td>
<td>0.9869</td>
<td>0.9526</td>
<td>0.8675</td>
<td>0.9923</td>
</tr>
<tr>
<td></td>
<td></td>
<td>UTV-NLR</td>
<td>40.0771</td>
<td>0.9677</td>
<td>0.9549</td>
<td>0.8219</td>
<td>0.9904</td>
</tr>
<tr>
<td>Foreman</td>
<td>Light rain</td>
<td>Rainy</td>
<td>35.3353</td>
<td>0.9710</td>
<td>0.8840</td>
<td>0.6831</td>
<td>0.9698</td>
</tr>
<tr>
<td></td>
<td></td>
<td>TC-LRMC</td>
<td>35.5148</td>
<td>0.9854</td>
<td>0.9372</td>
<td>0.7218</td>
<td>0.9796</td>
</tr>
<tr>
<td></td>
<td></td>
<td>SE</td>
<td>28.9493</td>
<td>0.8966</td>
<td>0.8306</td>
<td>0.6203</td>
<td>0.9705</td>
</tr>
<tr>
<td></td>
<td></td>
<td>DIP</td>
<td>39.7551</td>
<td>0.9923</td>
<td>0.9556</td>
<td>0.8005</td>
<td>0.9877</td>
</tr>
<tr>
<td></td>
<td></td>
<td>CSC</td>
<td>28.2257</td>
<td>0.9249</td>
<td>0.7040</td>
<td>0.4875</td>
<td>0.8978</td>
</tr>
<tr>
<td></td>
<td></td>
<td>UTV-NLR</td>
<td>41.0047</td>
<td>0.9949</td>
<td>0.9664</td>
<td>0.8339</td>
<td>0.9922</td>
</tr>
<tr>
<td>Heavy rain</td>
<td>Light rain</td>
<td>Rainy</td>
<td>28.2117</td>
<td>0.9088</td>
<td>0.7498</td>
<td>0.4955</td>
<td>0.9106</td>
</tr>
<tr>
<td></td>
<td></td>
<td>TC-LRMC</td>
<td>29.6899</td>
<td>0.9328</td>
<td>0.7837</td>
<td>0.4452</td>
<td>0.9275</td>
</tr>
<tr>
<td></td>
<td></td>
<td>SE</td>
<td>28.0962</td>
<td>0.8725</td>
<td>0.7531</td>
<td>0.4343</td>
<td>0.9300</td>
</tr>
<tr>
<td></td>
<td></td>
<td>DIP</td>
<td>34.2657</td>
<td>0.9808</td>
<td>0.8993</td>
<td>0.6520</td>
<td>0.9713</td>
</tr>
<tr>
<td></td>
<td></td>
<td>CSC</td>
<td>27.7727</td>
<td>0.9151</td>
<td>0.6833</td>
<td>0.4103</td>
<td>0.8904</td>
</tr>
<tr>
<td></td>
<td></td>
<td>UTV-NLR</td>
<td>35.0302</td>
<td>0.9851</td>
<td>0.9167</td>
<td>0.6769</td>
<td>0.9764</td>
</tr>
<tr>
<td>Highway</td>
<td>Light rain</td>
<td>Rainy</td>
<td>34.0977</td>
<td>0.9141</td>
<td>0.8446</td>
<td>0.6141</td>
<td>0.9580</td>
</tr>
<tr>
<td></td>
<td></td>
<td>TC-LRMC</td>
<td>35.7116</td>
<td>0.9383</td>
<td>0.8515</td>
<td>0.7290</td>
<td>0.9865</td>
</tr>
<tr>
<td></td>
<td></td>
<td>SE</td>
<td>26.1085</td>
<td>0.7944</td>
<td>0.7095</td>
<td>0.5541</td>
<td>0.9738</td>
</tr>
<tr>
<td></td>
<td></td>
<td>DIP</td>
<td>44.6563</td>
<td>0.9934</td>
<td>0.9840</td>
<td>0.9333</td>
<td>0.9955</td>
</tr>
<tr>
<td></td>
<td></td>
<td>CSC</td>
<td>33.8929</td>
<td>0.9500</td>
<td>0.8888</td>
<td>0.6840</td>
<td>0.9648</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Ours</td>
<td>45.8307</td>
<td>0.9943</td>
<td>0.9867</td>
<td>0.9346</td>
<td>0.9966</td>
</tr>
<tr>
<td>Heavy rain</td>
<td>Light rain</td>
<td>Rainy</td>
<td>27.6660</td>
<td>0.7576</td>
<td>0.6250</td>
<td>0.4323</td>
<td>0.8798</td>
</tr>
<tr>
<td></td>
<td></td>
<td>TC-LRMC</td>
<td>30.8193</td>
<td>0.8580</td>
<td>0.7065</td>
<td>0.4341</td>
<td>0.9482</td>
</tr>
<tr>
<td></td>
<td></td>
<td>SE</td>
<td>26.6654</td>
<td>0.7308</td>
<td>0.5752</td>
<td>0.3661</td>
<td>0.9491</td>
</tr>
<tr>
<td></td>
<td></td>
<td>DIP</td>
<td>40.8268</td>
<td>0.9824</td>
<td>0.9588</td>
<td>0.8321</td>
<td>0.9896</td>
</tr>
<tr>
<td></td>
<td></td>
<td>CSC</td>
<td>33.5574</td>
<td>0.9399</td>
<td>0.8657</td>
<td>0.6343</td>
<td>0.9643</td>
</tr>
<tr>
<td></td>
<td></td>
<td>UTV-NLR</td>
<td>42.7556</td>
<td>0.9902</td>
<td>0.9767</td>
<td>0.8915</td>
<td>0.9939</td>
</tr>
<tr>
<td>Walking</td>
<td>Light rain</td>
<td>Rainy</td>
<td>30.9037</td>
<td>0.9087</td>
<td>0.7932</td>
<td>0.5512</td>
<td>0.9375</td>
</tr>
<tr>
<td></td>
<td></td>
<td>TC-LRMC</td>
<td>33.4872</td>
<td>0.9647</td>
<td>0.9170</td>
<td>0.7546</td>
<td>0.9860</td>
</tr>
<tr>
<td></td>
<td></td>
<td>SE</td>
<td>29.0450</td>
<td>0.9062</td>
<td>0.9483</td>
<td>0.7661</td>
<td>0.9834</td>
</tr>
<tr>
<td></td>
<td></td>
<td>DIP</td>
<td>37.0518</td>
<td>0.9764</td>
<td>0.9300</td>
<td>0.7463</td>
<td>0.9809</td>
</tr>
<tr>
<td></td>
<td></td>
<td>CSC</td>
<td>39.6051</td>
<td>0.9981</td>
<td>0.9684</td>
<td>0.8763</td>
<td>0.9889</td>
</tr>
<tr>
<td></td>
<td></td>
<td>UTV-NLR</td>
<td>40.1405</td>
<td>0.9893</td>
<td>0.9699</td>
<td>0.8703</td>
<td>0.9901</td>
</tr>
<tr>
<td>Heavy rain</td>
<td>Light rain</td>
<td>Rainy</td>
<td>25.8174</td>
<td>0.8106</td>
<td>0.6411</td>
<td>0.4233</td>
<td>0.8817</td>
</tr>
<tr>
<td></td>
<td></td>
<td>TC-LRMC</td>
<td>29.5570</td>
<td>0.8935</td>
<td>0.7404</td>
<td>0.4843</td>
<td>0.9219</td>
</tr>
<tr>
<td></td>
<td></td>
<td>SE</td>
<td>31.4056</td>
<td>0.9474</td>
<td>0.9259</td>
<td>0.7014</td>
<td>0.9722</td>
</tr>
<tr>
<td></td>
<td></td>
<td>DIP</td>
<td>33.3066</td>
<td>0.9565</td>
<td>0.8724</td>
<td>0.7014</td>
<td>0.9644</td>
</tr>
<tr>
<td></td>
<td></td>
<td>CSC</td>
<td>33.6888</td>
<td>0.9715</td>
<td>0.9273</td>
<td>0.7284</td>
<td>0.9756</td>
</tr>
<tr>
<td></td>
<td></td>
<td>UTV-NLR</td>
<td>35.8010</td>
<td>0.9726</td>
<td>0.9213</td>
<td>0.7482</td>
<td>0.9774</td>
</tr>
</tbody>
</table>

proposed UTV-NLR. It shows that UTV-NLR achieves the highest PSNR and SSIM values in all cases, and highest UQI, VIF, and FSIM values in most cases, which demonstrates the superiority of the proposed UTV-NLR in removing rain streaks and preserving the detailed information of videos.

Fig. 3 shows the visual comparison of rain removal results and the corresponding rain streak maps on the video “running car” with light rain and heavy rain. A positive value (fixed as 0.4 in this paper) is added to each rain streaks map for better visualization. This video is of size 120 × 160 × 3 × 30. For the case of light rain, we can observe that the rain-free videos recovered by TC-LRMC and SE still have notable rain streaks left, while the results of DIP, CSC, and UTV-NLR achieve better visual performance. In rain streak maps, it shows that the results of other compared methods contain some non-rain pixels more or less, that means some bright pixels of scenes are considered as rain pixels by these methods. For the case of heavy rain, it can be easily observed that the other compared methods cannot remove the heavy rain completely, and many bright pixels of scenes are regarded as the rain pixels in their rain maps. From the quantitative comparison in Table 1, we can see that UTV-NLR achieves the best PSNR results, and at least 5dB and 0.5dB gain beyond the second best performed method for the light rain and heavy rain case, respectively.
Fig. 3. Rain removal results and the corresponding rain maps on “running car” video with light (the first and second rows) and heavy (the third and fourth rows) rain. The first column shows the rainy frames. From the second to the last column are: ground truth (GT), TC-LRMC [9], SE [36], DIP [18], CSC [37], and the proposed UTV-NLR, respectively.

Fig. 4 shows the visual performance on a video named “foreman”, whose size is $144 \times 166 \times 3 \times 30$. In the case of light rain, we can see that SE and CSC fail to remove the rain and their results contain distorted colors of scenes, that is caused by the fact their algorithms assume videos have static backgrounds, but “foreman” is a video taken by the moving camera. The proposed UTV-NLR slightly outperforms the other compared methods and recovers the rain-free video with least rain streaks left. For the case of heavy rain, TC-LRMC, SE, and CSC fail to remove the rain streaks. The rain-free video recovered by DIP still contains rain streaks. Echoing with the visual results, in Table 1 we can see that UTV-NLR outperforms the competing methods by about 1.1dB in light rain case and 0.7dB in heavy rain case. Moreover, UTV-NLR achieves the highest values in other metrics.

Fig. 5 shows the visual comparison on a video named “highway” with the size $144 \times 166 \times 3 \times 30$. In the case of light rain in the first two rows, we can observe that the recovered rain-free videos of SE and DIP still contain some rain streaks in the demarcated areas (the zoomed versions are in the left corner of images). In the zoomed region, the results of TC-LRMC and CSC have over smooth effects. Fig. 5 shows that the proposed UTV-NLR achieves the best visual results. Moreover, from Table 1 we can see that UTV-NLR achieves more than 1.1dB gain in PSNR beyond the other competing methods and the highest values in other metrics. In the case of heavy rain, both the results of TC-LRMC and DIP have clear rain streaks left. Since this video is captured by the moving camera with the dynamic background, the result videos recovered by SE and CSC contain some rain streaks and lose much details of the clean video. Table 1 shows that the proposed UTV-NLR comprehensively removes the rain streaks, and outperforms the other compared methods by more than 1.8 dB in heavy rain cases.

Fig. 6 shows the visual comparison on a video named “walking” with the size $144 \times 180 \times 3 \times 30$. This video contains a static background and a walking woman. In the case of light rain, all methods succeed to remove the rain and achieve similar visual performances. While the demarcated areas demonstrate that UTV-NLR recovers better videos with less rain streaks and cleaner scenes. Specifically, from Table 1 we can see UTV-NLR outperforms the other compared methods by about 0.5dB in this case. In the case of heavy rain, TC-LRMC cannot remove the rain streaks completely. And the recovered rain-free video is corrupted by dark pixels in some regions. In the zoomed region, SE fails to remove the rain streaks due to the effect of the moving object. DIP removes the rain streaks but burs the video. CSC can not remove the rain streaks completely in this region. The proposed UTV-NLR removes the rain streaks and preserves clean patterns in the original video. In addition, UTV-NLR outperforms the other competing methods by at least 2 dB in heavy rain case.

Fig. 7 demonstrates the PSNR values of recovered clean videos in Figs. 3–6. We calculate the PSNR values of each frame for the recovered videos of different methods. It shows that SE and CSC sometimes fails to remove the rain and achieve low PSNR values. The reason is that their methods rely on low-rank assumption of static backgrounds. TC-LRMC, DIP, and UTV-NLR achieve higher PSNR values, while our method always achieves the highest PSNR values and stabler curves for most cases. Fig. 7 quantitatively demonstrates the superiority and robustness of the proposed method.

Table 2 shows the computing time of experiments from Figs. 3–6. We can see that the proposed UTV-NLR always costs more than 800s because it need to search similar patches for every key patch and compute each pixel value multiple times (because the patches are overlapped). However, UTV-NLR can achieve the best performance because it takes advantage of the
Fig. 4. Rain removal results and the corresponding rain maps on “foreman” video with light (the first and second rows) and heavy (the third and fourth rows) rain. The first column shows the rainy frames.

Fig. 5. Rain removal results and the corresponding rain maps on “highway” video with light (the first and second rows) and heavy (the third and fourth rows) rain. The first column shows the rainy frames.

Table 2
The computing time of all compared methods on the images from Figs. 3–6.

<table>
<thead>
<tr>
<th>Video</th>
<th>Scenarios</th>
<th>TC-LRMC</th>
<th>SE</th>
<th>DIP</th>
<th>CSC</th>
<th>UTV-NLR</th>
</tr>
</thead>
<tbody>
<tr>
<td>Running car</td>
<td>Light rain</td>
<td>248.86</td>
<td>50.18</td>
<td>19.98</td>
<td>22.90</td>
<td>860.31</td>
</tr>
<tr>
<td></td>
<td>Heavy rain</td>
<td>391.14</td>
<td>41.96</td>
<td>28.72</td>
<td>23.77</td>
<td>802.51</td>
</tr>
<tr>
<td>Foreman</td>
<td>Light rain</td>
<td>318.75</td>
<td>30.03</td>
<td>47.59</td>
<td>30.93</td>
<td>839.91</td>
</tr>
<tr>
<td></td>
<td>Heavy rain</td>
<td>265.35</td>
<td>31.56</td>
<td>43.54</td>
<td>31.28</td>
<td>879.53</td>
</tr>
<tr>
<td>Highway</td>
<td>Light rain</td>
<td>249.71</td>
<td>72.79</td>
<td>43.59</td>
<td>29.40</td>
<td>897.68</td>
</tr>
<tr>
<td></td>
<td>Heavy rain</td>
<td>265.35</td>
<td>31.56</td>
<td>43.54</td>
<td>29.25</td>
<td>879.53</td>
</tr>
<tr>
<td>Walking</td>
<td>Light rain</td>
<td>336.90</td>
<td>73.82</td>
<td>41.30</td>
<td>29.24</td>
<td>1043.81</td>
</tr>
<tr>
<td></td>
<td>Heavy rain</td>
<td>549.44</td>
<td>60.42</td>
<td>37.46</td>
<td>29.56</td>
<td>1002.52</td>
</tr>
</tbody>
</table>
6.2. Oblique rain streaks removal

It should be noted that even though our method is based on the assumption that the directions of rain streaks are vertical in rainy videos, when rain directions are not strictly but nearly vertical, our method can still remove the rain successfully. This can also be verified in Section 6.1, where the rainy videos of Figs. 3, 4, and 6 are all generated with oblique rain streaks with small angles.

In this section, we mainly evaluate our method on the videos with highly oblique rain streaks. We denote \( \gamma \) as the angle between the main rain direction and vertical direction, and generate the rain with three different directions: \( \gamma = 20^\circ, 30^\circ \), and冗余度非局部相似区域。表 2 说明了我们的方法牺牲了计算时间以换取高恢复准确性。
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and 40° on two videos named “bridge” and “carphone”. Fig. 8 and Table 3 respectively shows the visual results and the quantitative evaluation of all compared methods. We can observe that UTV-NLR can remove the rain streaks successfully on video “bridge” with different rain directions. Specifically, Table 3 shows that UTV-NLR outperforms the other methods by more than 1.5 dB and achieves the highest values with other metrics in all cases. For the video “carphone”, UTV-NLR performs competitively against the other compared state-of-the-art methods in visual performance. While in Table 3, we can see that the proposed UTV-NLR outperforms the competing methods in most cases, which indicates that UTV-NLR best keeps the texture details of original clean videos. Fig. 8 and Table 3 demonstrate the proposed UTV-NLR can successfully remove highly oblique rain streaks visually and quantitatively. This can be explained from two aspects: (1) oblique rain streaks always have vertical components, so the UTV regularization of \( R_{\alpha} \) along vertical direction still promotes the draining performance. (2) We fully adopt the priors of clean videos and rain streaks. Although the effect of UTV regularization of \( R_{\alpha} \) is weakened, the others can still distinguish the clean videos and rain streaks successfully.

### 6.3. Discussion of parameters

In our method, the penalty parameter \( \beta = 2 \) is fixed for all cases. For the other weighted parameters, \( \alpha_1, \alpha_2, \alpha_3, \) and \( \alpha_4 \) are first roughly selected in the set \{10^{−3}, 10^{−2}, 10^{−1}, 10^{0}, 10^{1}\}. Among this set, we choose the settings for \( \alpha_1, \alpha_2, \alpha_3, \) and \( \alpha_4 \) with the highest PSNR values. Then we fine-tune the best parameters in a small range. By this way, these parameters are finally tuned empirically in the interval [0.1,2] in this paper. Besides \( \beta, \alpha_1, \alpha_2, \alpha_3, \) and \( \alpha_4 \), the parameters of the patch size and number of similar patches are also important in our model. In this section, we analyze how the regularization terms and these parameters influence the performance of rain streaks removal task. We test them on the video “running car” with heavy rain.
Fig. 8. Rain removal results and the corresponding rain maps with different rain directions. The first column shows the rainy frames. The rain directions are set as $\gamma = 20^\circ$, $\gamma = 30^\circ$, and $\gamma = 40^\circ$ with the corresponding result frames shown from top to bottom for each videos.
We first perform our method with discarding each regularization terms in equation (5) to test the effect of these terms. Fig. 9 shows the visual performance and the corresponding PSNR values. We can see that performing UTV-NLR without the TNN term $\|V\|_\alpha$, $\|D_xV\|_1$ ($\alpha_1 = 0$), or $\|D_1R\|_1$ ($\alpha_3 = 0$) leads to notable rain streaks left in the recovered video, which demonstrates that these terms can well characterize the clean video or rain streaks and benefit the final deraining results. When setting $\alpha_2 = 0$, i.e., without the temporal UTV regularization term $\|D_1V\|_1$, the proposed UTV-NLR fails to remove the rain streaks and achieves about only 28 dB. Performing UTV-NLR with $\alpha_4 = 0$, i.e., without term $\|R\|_1$, we can see that the result video is not well recovered and has very low intensity. Fig. 9 demonstrates that all the regularization terms make great contributions to the final deraining results. Moreover, it can be observed that $\|V\|_\alpha$, $\|D_xV\|_1$, and $\|D_1R\|_1$ significantly contribute to preserving the detailed textures of clean videos. $\|D_1V\|_1$ and $\|R\|_1$ are the most important terms for removing rain streaks and recovering clean videos, respectively.

We then test how the parameters influence the proposed algorithm. Fig. 10 presents the quantitative results with varying parameters. We can observe that when $\alpha_1 \leq 0.4$, UTV-NLR achieves high and stable PSNR values. While for $\alpha_2$, $\alpha_3$, and $\alpha_4$, when they become larger than 0.8, the corresponding PSNR curves tend to be stable. For the penalty parameter $\beta$, the stable interval is about $10^{-1} < \beta < 10^1$. In this paper, we set $\beta = 2$ and empirically tune $\alpha_1$, $\alpha_2$, $\alpha_3$, and $\alpha_4$ in the interval $[0.1, 2]$ for all videos. Note that the size of the spatial–temporal patch is $\omega \times \omega \times t$ and the size of similar-patch-based tensor
We also test the parameters of spatial size $\omega$, temporal size $t$, and the number of similar patches $m$. Fig. 10 shows the curves of PSNR values with respect to $\omega$, $t$, and $m$ in the second row. We can see that the PSNR values are very low with small $\omega$ or $t$, but increase sharply when $\omega$ or $t$ become larger than 15. The reason is that too small patches can not present the image structures and will further lead to unfaithful matches of similar patches. In the meanwhile, too large $\omega$ or $t$ will reduce the self-similarities of the spatial–temporal patches and affect the rain removal performance, which can also be observed from the slight decline of PSNR curves with respect to $\omega$ and $t$ in Fig. 10. For the parameter of similar patch number $m$, the PSNR curve is much stabler than those of $\omega$ and $t$. But the PSNR values slightly decrease when $m$ become bigger. The reason may be that selecting too many similar spatial–temporal patches will reduce the low-rankness of $\mathcal{V}_j$ and then degrade the performance of rain streaks removal task. In this paper, We set $\omega = 15, t = 10, m = 30$, i.e., the size of spatial–temporal patch is fixed as $15 \times 15 \times 10$, Fig. 10 demonstrates that our method is robust to most parameters within a certain range.

6.4. Experiments on real data

In this section, we test the methods on four real rainy videos. Since these videos contain the real rain streaks and no ground truths are known, we mainly evaluate the visual performance of the compared methods.

Fig. 11 shows the results on a real rainy video named “wall” with the size $144 \times 184 \times 3 \times 30$. Two frames are selected and shown from top to bottom. All methods succeed to removal the rain streaks and recover the rain-free video. While in the demarcated areas, we can see that UTV-NLR recovers the best texture and detail information of the rain-free video. Additionally, the rain streak maps also demonstrate that UTV-NLR removes the rain streak most completely.

Fig. 12 shows the rain removal results and the corresponding rain streak maps on a real video extracted from the movie “the Matrix”. This video has the size of $83 \times 210 \times 3 \times 30$. Three frames are selected from the results of all the methods and shown from top to bottom. Fig. 12 demonstrates that TC-LRMC cannot remove the rain completely and some recovered rain-free frames are clearly blurred or corrupted. The reason may be that when the rain is very heavy, many clean pixels are severely affected and detected as the rain streaks by TC-LRMC. So they are difficult to be recovered by the subsequent matrix completion processing in TC-LRMC. The recovered clean video of SE and CSC have smooth backgrounds but the dynamic regions still contain a lot of rain streaks. This may be caused by the fact that SE and CSC aim to decompose the clean video into the static background and moving objects, but the background of this video is dynamic. The rain-free frames of DIP still contain clear marks of rain streaks in the demarcated areas and blur the scenes in some frames. This is because the low-rank assumption of the whole clean video makes the pixels of dynamic scenes affected by their neighbors in adjacent frames. Our result achieves the best visual performance. Since we exploit the NSS property to characterize the spatial–temporal redundancy of clean videos, our method handles the dynamic scenes well and recovers the clean video with the best visual effects.
In Fig. 13, we evaluate the methods on a real rainy video named “trees” with the size $116 \times 180 \times 3 \times 30$. This video was taken by the moving camera with dynamic scenes. Two frames are selected for visual comparison in the top and bottom rows in Fig. 13. It demonstrates that the recovered rain-free video of SE has blurred scenes and distorted colors. TC-LRMC, DIP, and CSC succeed to remove most of the rain, however, some shallow marks of rain streaks are still left in demarcated areas. The proposed UTV-NLR slightly outperforms the other compared methods and achieves a cleaner rain-free video.

Fig. 14 shows rain removal results and the estimated rain maps on a video named “sitting man” with the size $350 \times 720 \times 3 \times 100$. This video is taken by a moving camera. We can observe that DIP cannot remove the rain streaks completely in the first frame. TC-LRMC achieves better performance in the first frame but fails to remove the conspicuous rain streaks in the second frame. The result of CSC has notable rains streaks left in both the first and second frames. Due to
the moving camera, SE removes the rain streaks but gets a severely ambiguous background. Our method not only removes the rain streaks but also recovers the detailed video information well in both frames.

7. Conclusion

In this paper, we proposed a tensor-based video rain streaks removal method using the UTV and nonlocal low-rank regularization. We exploited the NSS to characterize the spatial–temporal correlation of clean videos and used the TNN to enhance the low-rankness of the tensors constructed by similar spatial–temporal patches of clean videos. We also considered the piecewise smoothness and the temporal continuity of clean videos and employed the UTV regularization to enhance the smoothness and continuity. Since rain streaks are sparse and smooth along rain direction, we utilized the $l_1$ norm and the UTV term to enhance the sparsity and directional smoothness. An efficient ADMM algorithm was developed to tackle the proposed model. Experimental results demonstrate that our method outperforms the state-of-the-art methods quantitatively and visually.

Even though our method can handle the oblique rain streaks removal task, the vertical UTV terms may still affect the deraining performance when dealing with oblique rain streaks. In [50], Wang et al. proposed to use the directional total variation (DTV) to remove rain streaks with arbitrary directions from a single-image. This motivated us to employ the DTV term into the video deraining task in our future work.
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